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ABSTRACT

Title of Dissertation Enhancing Successful Inter-Organization
Relationships: A Study of Vietnamese Travel

Companies with Thai Partners

Author Mr. Mai Ngoc Khuong
Degree Doctor of Philosophy (Devel opment Administration)
Y ear 2011

This study examines the overall IOR success of Viethamese international
travel companies with Thai travel partners in order to increase the awareness and
understanding of current cooperation relationships for tour operators, managers of
international travel companies, and management boards of the tourism industry. Asa
result, the empirical information found in this dissertation provides foundation for
competent individuals and organizations to make appropriate adjustments and
effective development decisions for enhancing the tourism cooperation relationship
between the two countries.

Based on the results of the path analysis exploring the direct and indirect
effects of exogenous and intervening variables on overal 10R success, this study
argues that in order to achieve overal IOR success, Vietnamese international travel
companies should have a high frequency of interaction and a high level of
commitment to their current relationships with their Thai partners. In addition, this
study also found that when each member sets up arelationship with its partner outside
the country, the factors of marketing support, financial benefits, and business success
are main purposes and motivations for joining the IOR and directly influenced their
overall IOR success. On the other hand, the factors of trust in the IOR and
communication in the IOR did not appear to directly affect overall IOR success but
indirectly caused small negative effects in overall IOR success through the

intervening variables of marketing support of the IOR and the business success of the



IOR, respectively. These results indicate that involved travel companies have trust in
the relationship with their travel partners but they do not receive enough marketing
support from them; thus, they are currently not satisfied with the marketing support in
the relationship. In terms of communication in the IOR, the findings indicate that the
involved travel companies provide and receive sufficient information within the
relationship, which increases the relationship performance satisfaction with the IOR
but negatively affects business success. This explains the reality that Tha travel
partners provide Vietnamese travel companies with much information about cheap
package tours in order to attract high flows of tourists to many tourist destinations in
Thailand, thus creating great competition between international travel companies
within the Vietnamese tourist market, where these companies have to sell tours to
Thailand at lower prices and simultaneously have had to suffer a higher rate of
inflation of the economy annually (8.8 percent) compared with Thailand (2.7 percent)
during the last ten years (World Bank, 2010). Only large travel companies with a
longer period of relationships have enough resources to compete, survive, and
develop well, while other small travel companies get hurt in terms of business
achievements with their Thai travel partners.

In conclusion, this study provides contributions to both the theoretical
perspective and the empirical findings as scientific bases for practical suggestions for
enhancing tourism cooperation between the international travel companies of Vietnam
and Thailand. In addition, this study also finds empirical evidence for the factors
affecting overall IOR success directly and indirectly, as well as provides reliable
scales with which to measure theoretical dimensions. Measuring overall 10OR success
through intervening variables, marketing support in the IOR, the financial benefits of
the IOR, the business success of the IOR, and relationship performance satisfaction
with the IOR was carried out for the first time by this study. Thus, a more
comprehensive conceptual framework for measuring the success of dyadic IOR that
included al of the important factors suggested by previous researchers was built and
tested in this study.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

All organizations have relationships with other amgations: suppliers,
distributors, competitors, public organizations, vggmments, and other firms
performing complementary activities. Some relatops are relatively trivial, while
others are of utmost importance to the partiesluatcb Scholars from a variety of
disciplines are currently interested in differeacdts of these inter-organizational
relationships (IORs). Indeed, IOR management isoimémg a central research
paradigm in the literature concerning marketing ncieds, organization theory,
strategic management, economics, and organizatiesahomic theory (Oliver,
1990b; Dollinger and Golden, 1992; Heide, 1994;Rand Van de Ven, 1994,
Gulati, 1995).

An inter-organizational relationship is defined astructured process that is
put in place to enable cooperation between compani€his relationship would
ideally be of mutual benefit to its partners, aiguiat enhancing the competitive
position of its participants (Smith, Carroll andhaerd, 1995) and in which resources,
knowledge, and capabilities ought to be sharedes&helationships may take several
forms, including advertising, licensing, researchd adevelopment, prototyping,
consortia, forums, purchasing, and co-developmemtange and Roos (1993) have
presented a popular classification of the ratiohalleind alliances and have suggested
that firms form alliances for both offensive andfefsive reasons. Offensive
alliances focus on accessing or creating markegdinidg or setting industry
standards, anticipating and preparing for new joalit developments and/or
competitive actions (Bronder and Pritzl, 1992). fdbsive alliances focus on

protecting or solidifying an existing market pasitj sharing the financial risk of an



expensive technology, or gaining economies of slkbgleombining processes and/or
production capabilities (Ohmae, 1989). Sheth amdd®iyar (1992), along the same
lines, have considered an IOR as being eitheregfi@tor operational based on
whether it considers longer-term/offensive reaseopssus shorter-term/defensive
motives. It is very important to know that orgaatians tend to have multiple reasons
for alliance formation (e.g. cost minimization,krisharing, and learning) rather that
just one reason.

Inter-organization relationships are created tdlifate the learning of new
skills and acquiring or transferring tacit knowled(Kogut, 1988; Hamel, Doz and
Prahalad, 1989; Hamel, 1991; Lei and Slocum, 1%dianna, Gulati and Nohria,
1998). They are also created in order to gairefast cheaper access to resources,
technologies, marketing, and production experfi®e¢e, 1992; Lei, 1993). Another
key motive for entering an IOR is to combine theorgces of the partners (Devlin
and Bleackley, 1988; Pisano and Teece, 1989). I&shof corporate strategy have
suggested that firms enter alliances to improver thieategic position (Porter and
Fuller, 1986; Contractor and Lorange, 1988). Aaluitily, marketing theorists have
argued that firms enter alliances in order to iasee their responsiveness to
customers. Further, Baum and Oliver (1991) andf8tzen, Gray and Yan (1991)
have presented the quest for legitimacy as anothportant reason. Finally, it is
important to note that the IOR often representsodppistic behavior (Williamson
and Ouchi, 1981) which is sometimes a precursoa tmerger or an acquisition
(Haspeslagh and Jemison, 1991).

In a study focused on the biotechnology industmyeds and Hill (1996) found
that a firm’s rate of new product development fsirzction of the number of strategic
alliances it has entered. Furthermore, McGee aowling (1994) also found a
positive relationship between sales growth andude of research and development
collaborative arrangements in a sample of new teghnology ventures. Das and
Teng (1998) found that the stock market reacts rfeorerably to the announcement
of technology versus marketing alliances. Powetiput and Smith-Doerr (1996)
have made the observation that firms without pastrips are becoming rare, and that
the typical firm has multiple partnerships; AtlexdaHage (1993) indicate that firms
will participate in IORs as a means of adaptatiod survival.



Despite the popularity and benefits of IORs, nbtifaé evidence is positive.
Many IORs fall short of meeting the expectationghdir participants (Barringer and
Harrison, 2000). In a recent report from the aotiog firm KPMG, the failure rate
for business alliances reached around sixty andngg\percent (Kok and Wildeman,
1999). Bouno (1997) has further stressed reseapplortunities: “Yet, while such
inter-firm arrangements may offer companies theoojomity to expand their strategic
options beyond existing capabilities and currentipct-market domains, the resultant
transformation demands the development of new petsgs on organizational
structures, strategies and relationships.”

The literature on the formation of the IOR has Myafacused on the selection
of partners that provide strategic, cultural, angkaizational fithess. Constructs like
reputation, incumbency, financial resources, coestof origin, and the experience of
prior alliances as good predictors of success bhaem studied (Barley, Freeman and
Hybels, 1992; Mitchell and Singh, 1992). The hteire also presents discussion of
many good relationship practices and charactesidtiat partners adopt to ensure
success, including trust, commitment, recognizederiependence, levels of
communication, shared decision making, and therilbligion of ownership and
control (Gabarro, 1987; Nooteboom, Berger and Nexdraven, 1997). Mohr and
Spekman (1994) studied the characteristics of carfppartnership success between
manufacturers and dealers. The results indicdtatdthe primary characteristics of
partnership success are: partnership attributesoofmitment, coordination, trust,
communication quality, participation, and conflicsolution techniques of joint
problem solving.

In the travel and tourism industry, relationshipghvother organizations seem
to be very crucial for travel companies. Traveinpany managers are finding that
establishing IORs is becoming more and more impori& they are to gain
competitive advantage and consequently achieve ahganizational goals in an open
and globalized market.

Within this framework, travel companies are incnegly forming permanent
alliances or partnerships with other organizatismsh as airlines, car rental agencies,
suppliers, hotels, and especialiyher travel companies within and outside one’s

country.



In order to measure the success of such relatipsshithe field of travel and
tourism, Medina-Munoz and Garcia-Falcon (2000) ceteld a study on the success
of dyadic IORs between hotels and travel agenadka U.S. and found that in order
to have successful relationships, hotel compartiesid: 1) show more commitment
to working with their partners, 2) have more trustthe partners, and 3) be less
dependent on any one travel partner for their lmssin In addition, the results suggest
that hotel companies that coordinate activities @m@municate with their partners in
a timely, accurate, adequate, complete and credii@aner have more successful
IORs than those that do not. Furthermore, hotetpamies that share proprietary
sales and any other information with their partnease reported more successful
relationships. For example, hotel companies shqurlta/ide their partners with
detailed information on their facilities and sees¢ booking procedures, and special
promotions. Also, hotel companies using confliesalution techniques such as
persuasion, smoothing over the problem, and jaiablem solving had significantly
more successful relationships.

This study is a further and more comprehensive @xation of IOR success
based on the previous work of Mohr and Spekman 4)9®ith a study of the
characteristics of vertical partnership success twedwork of Medina-Munoz and
Garcia-Falcon (2000), with a study of the determismaof the success of dyadic
relationships. These two studies have shed lightunderstanding the factors
affecting partnership success and measuring IOBesscas a whole; the two models
used to measure IOR success in these two studiegvier, are considered simple
and many important factors are not included inrtalels, such as age of IOR (as
suggested by Van De Ven and Ferry, 1980; RuekeattVealker, 1987; Heide and
John, 1990; Bucklin and Sengupta, 1993), formabmain IOR (as suggested by
Bresser, 1988; Bucklin and Sengupta, 1993; Hei@94), flexibility in IOR (as
suggested by Harrigan and Newman, 1990; GibsonndrRuand Keller, 2002),
importance of IOR (as suggested by Hall et al.,719%hetten and Szwajkowski,
1978; Hall, 1991; Bucklin and Sengupta, 1993), Gty of interaction (as
suggested by Mayhew’s, 1971; Hall, 1991), and amgdional compatibility (as
suggested by (Van De Ven and Ferry, 1980; RuekefrtVilalker, 1987; Bucklin and
Sengupta, 1993). Through this study, a more congm&ve model for measuring



IOR success including the important factors (indeleat variables) suggested by
previous researchers is investigated and testeordar to find out whether these
independent variables directly and indirectly, tigl intervening variables, predict
IOR success. The context of this study is theefrand tourism industry of Vietham

and Thailand, in which there are currently two growf travel companies set up as
IORs as forms of partnership and alliances forepbetbmpetitive advantages and

business outcomes.

1.2 Background of the Study

Vietnam and Thailand officially established dipldmarelations on August
6", 1976. The first fifteen years after establishitis relationship was quite a
difficult period, during which the two countrieschéo go through many ordeals with
a lot of vicissitudes and changes caused by thatsn of the world and region. The
bilateral relations have been gradually consoldiaed well developed since 1991,
especially since Vietnam’s admission to ASEAN irf89The two countries now
frequently exchange delegations at both high lerel working levels to discuss
development in the fields of politics, diplomacgoaomics, and specialties between
two countries (Mofa, 2007).

The First Vietnam-Thailand Joint Cabinet Retreatrevheld in Da Nang
(Vietnam) and Nakhon Phanom (Thailand) on th& aad 2% of February, 2004,
respectively. The Vietnamese delegation was lediliy Mr. Phan Van Khai, Prime
Minister of the Socialist Republic of Viet Nam. Théai delegation was led by H.E.
Dr. Thaksin Shinawatra, Prime Minister of the Kingd of Thailand. The Retreat was
attended by forty-seven members of the Vietnamesk Thai Cabinets. On this
occasion, ten documents, including a Joint Staténmn a Vietnam-Thailand
Cooperation Framework in the first decade of thst2tentury were concluded
(Mofa, 2007). The target of the joint cabinet nmggt was to enhance the awareness
of the importance of tightening cooperation relasioips between countries in the

region in all fields for mutual peace and prosperit



In terms of politics and security, both sides haveperated on preventing
transnational criminals such as drug traffickingl aransport, women and children
purchasing and enhancing bilateral cooperationemuirgy at sea, etc. In the social
field, cooperation on public health, education, Bamesource training, employment,
HIV/AIDS, etc. have been increased. In the ecowoimeid, the two countries have
developed cooperation on trade, investment, toyrisransportation, fisheries,
agriculture, energy, etc., in which the two cowdrihave many mutual interests.
Thailand has shared many experiences in agriculienzelopment and aqua-product
exports with Vietham. According to the Ministry Bbreign Affairs (2007), Thailand
has one hundred and forty-five investment proj@dth a total capital of 1.6 billion
USD (ranking 3rd in ASEAN and up from the 12th 8t position in 2006 among 77
countries/territories investing in Vietham). In(&) despite Thailand's political woes,
the trade balance actually favored the kingdom wéhenty-two percent of bilateral
trade volume consisting of Thai exports. Thai Btees in 2009 were the eighth
largest investor group, with over two hundred aixtesn investment projects being
undertaken by about twenty-five large Thai companie Vietham. Siam Cement
Group, Amata Corporation Plc, and Charoen Pokpl@ammdip were among the Thai
businesses investing in Vietham (Pandey, 2010aduiition, economic, trading and
investment activities between Thai Northeasternvipees and Vietnamese central
provinces along roads No.8 and No.9 have been eepbsignificantly.

Bilateral trade exceeded $6.1 billion in 2009 (Rgnd2010). Vietnam and
Thailand are the two biggest rice exporters inwloeld. For the past few years the
two countries have agreed to conduct cooperatiomcen export with an aim to co-
ordinate a price policy and exchange market inféiona Vietnam’s main exports to
Thailand are computers, crude oil, seafood, coaegnpts, and plastics. Imported
products from Thailand are petrol, material plasticomponents, and motorbike
spare-parts.

In the field of travel and tourism, Vietnam-Thaitacooperation in tourism
development between the governments of the two toesn state and private
enterprises, and between both countries’ airliresbeen significantly improved. As
a result, infrastructure for economic and touriseredlopment has been built, such as

the construction of a bridge linking Thai east-wpsbtvince of Mukdahan to the



Laotian province of Savanakhet and the Dong Haidisbf Quang Tri province
(Vietnam). Road No.9 (the East-West corridor cating Vietnam and Thailand)
and road No.8 (connecting Northeastern Thailand\datham) have been opened to
serve economic and tourism development betweere tboentries: Vietnam, Laos,
and Thailand. More and more flights have beendhad to serve travelers between
the two countries recently, especially the air esudf Air Asia, a low cost airline of
Thailand, between main tourist attractions of Vanand Thailand.

In addition, under the cooperation of the MekongeRiSub-region nations
(GMS), road No.6 linking Northern provinces of Tlhaid, Laos and Vietnam to Dien
Bien Phu province (Vietnam) forms a tourist routeni Thailand and other countries
to northeastern areas of Vietnam for visiting am@l@ring its diversified cultural
beauty. In Thailand, the project of the Thailan@fviam Friendship Village in the Na
Chooc mountain village of Nakhonphanom province—hatorical relic zone where
Uncle Ho lived and carried out his political work-ashbeen accomplished. This will
be a symbol of friendship and a cultural and histditourist spot to attract tourists to
the two countries.

Visitor flows between the two countries are alsowgng substantially due to
bilateral visa-free access as well as increasedpiatation links, both by air as well
as over land. Ongoing marketing programs includihg “Two Countries One
Destination” campaign have contributed to the glowt tourist arrivals of both
countries. Vietnamese arrivals to Thailand in 200&led 251,838, an increase of
twenty-nine percent, the fourth highest growthhie ASEAN region; the number of
arrivals in 2007 was 254,252, and 337,000 arriwal2008. According to Mr. Pichai
Raktasinha, the director of the TAT office in Hoi®hinh City in his speech at the
meeting held at the Rex Hotel on 7 April, 2010,r¢havere 350,000 Vietnamese
arrivals to Thailand in 2009, an increase of tercget over 2008, and this number
went beyond expectations and the target of somedB0Qarrivals from Vietnam for
2009. In 2010, the total number of Vietnameseisbwarrivals to Thailand rose to
401,188 arrivals, an increase of nearly elevengrgrcompared to 2009 (Department
of Tourism of Thailand, 2011).

On the other hand, the number of Thais travellmyietnam has also grown
strongly. In 2006, the number of Thai visitors Weetnam totaled 123,804, an



increase of forty-three percent over 2005. The lmemof arrivals in 2007 was

160.747, an increase of thirty percent over 2006. 2008, there were 183,142

arrivals, an increase of nearly ten percent ovél72@nd in 2009 there were only
152,633 arrivals from Thailand, a decrease of egmtpercent over 2008 due to the
political crisis, leading to several serious denti@i®ns which heavily affected the

economy and especially the tourism industry of Temail. In 2010, the total number of
Thai tourist arrivals to Vietnam rose to 222,83f@vails, an impressive increase of
nearly forty percent compared to the number ofalsiin 2009 (VNAT, 2011b).

In order to be able to serve the increasing numiketsurists between the two
countries visiting each other, hundreds of Vietnsenand Thai travel companies have
set up relationships and co-operation with eablerofor years for better competitive
advantages, business benefits, and market expanslafortunately, there has been
no literature or research on the success of tladioakhips between these two groups
of travel companies of the two countries. Thigdgtiocuses on the identification of
the key determinants of the IOR success betweerindfigese and Thai travel
companies and measurees the success of the reldpenas a whole through the

direct and indirect effects of the key determingimtdependent variables).

1.3 Statement and Significance of the Problem

Although establishing cooperative relationships aghtourism organizations
is increasingly mentioned as being crucial for amvel and tourism industry
organization (Selin and Beason, 1991), there has Io® empirical research which
has examined the relationships that travel compgariave with other travel
companies in the travel and tourism industry.

Research on IORs has focused on theories addresngasons why firms
enter into business relationships rather than an fttors associated with IOR
success (Mohr and Spekman, 1994). Therefore, aerstanding of the factors
associated with the success of the relationshipd®t travel companies is lacking.

It is assumed that, when used under the appropdateimstances and
environmental conditions, an IOR will be successfulowever, this assumption

seems at least partially incorrect, as a largegmgage of IORs have not succeeded



(Harrigan, 1988). Given this inconsistency, detamg and understanding the
factors associated with IOR success is a valuadearch objective and one which
this study addresses.

Within the travel and tourism context, Viethamerd &hai travel companies
have not established an entirely satisfactory ssimelationship. The establishment
of cooperative relationships between the two caoesitras well as with others, is
becoming increasingly crucial for tourism-sustaieattevelopment. Indeed, IORs are
becoming a key research paradigm in the tourisreraliire. However, the
governments between the two countries have recednthe great potential of
cooperation in tourism development among the ASEodMNnNtries, and especially in
the Great Mekong Sub-region, as both Vietnam andildid are members of the
Mekong River Commission. Unfortunately, there ha&erb no empirical research
dealing with this topic concerning the enhancemanthe effective cooperation
between the countries. Consequently, the empirgsaarch of this study first aims to
identify the determinants of successful relatiopshbetween Vietnamese and Thai
travel companies in both aspects of successfulioakhips - success in relationship
performance and success regarding the mutual edormnefits with the most cost-
effective way for both to extend their financialnleéits and marketing supports.
Specifically, Mohr and Spekman’s (1994) model of tharacteristics of partnership
success and Medina-Munoz and Garcia-Falcén’s n{@@é0) of the determinants of
the success of relationship were extended anditesth a set of twelve independent
variables (e.g. trust, commitment, interdependemo®rdination, communication,
participation, conflict resolution, formalizatioflexibility, importance of IOR, age of
IOR, organizational compatibility, frequency of emction), four intervening
variables (e.g. marketing supports, financial bisefbusiness success, and
relationship performance satisfaction with IOR)dafependent variable of overall
IOR success. This more comprehensive and preasielnwill be discussed in detail
later in chapter two, the review of the literature.
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1.4 Main Research Question and Hypothesis

1.4.1 Main Research Question

To what extent are the inter-organization relatiops between Vietnamese
and Thai travel companies successful through tre@hmitment, interdependence,
coordination, communication, participation, cortflicesolution, formalization,
flexibility, importance of IOR, age of IOR, orgaational compatibility, frequency of
interaction, marketing supports, financial beneftgsiness success, and relationship

performance satisfaction with the IOR?

1.4.2 Main Research Hypothesis

The success of the inter-organization relationsiigsveen Viethamese and
Thai travel companies are hypothesized to be dyracid indirectly affected by trust,
commitment, interdependence, coordination, comnatio, participation, conflict
resolution, formalization, flexibility, importancef IOR, age of IOR, organizational
compatibility, frequency of interaction, marketingupports, financial benefits,
business success, and relationship performancdasaion with the IOR.

In order to fully answer the main question andest the main hypothesis of
this research, there are several secondary questmal hypotheses that need
answering and testing through different multiplgression models. The secondary

guestions and hypotheses of this research ardlas$o

1.4.3 Secondary Questions

1) How much variance in marketing supports in @& can be
explained by trust in the IOR, commitment, intergegpence, coordination,
communication, participation, conflict resolutidormalization in IOR, flexibility in
IOR, importance of IOR, and age of IOR? What is biest predictor of marketing
supports?

2) How much variance in financial benefits of I@Bn be explained
by trust in the IOR, commitment, interdependenamrdination, communication,

participation, conflict resolution, formalization IOR, flexibility in IOR, importance
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of IOR, and frequency of interaction? What is thest predictor of the financial
benefits of an IOR?

3) How much variance in business success of and@Rbe explained
by trust in the IOR, commitment, interdependenamrdination, communication,
participation, conflict resolution, formalizatiom ilOR, flexibility in IOR, and
importance of IOR? What is the best predictoheflbusiness success of an IOR?

4) How much variance in business success of and@Rbe explained
by marketing supports and financial benefits? Wisathe best predictor of the
business success of an IOR?

5) How much variance in relationship performanagsfaction with
an IOR that can be explained by trust in the IOBnmitment, interdependence,
coordination, communication, participation, cortflresolution, formalization in the
IOR, flexibility in IORs, importance of the IOR, drorganizational compatibility?
Which is the best predictor of relationship perfanoe satisfaction with an IOR?

6) How much variance in relationship performanagsgaction with
an IOR can be explained by marketing supports enl@R and financial benefits of
the IOR? What is the best predictor of relatiopgterformance satisfaction with an
IOR?

7) How much variance in overall IOR success carex@ained by
trust in the IOR, commitment, interdependence, doation, communication,
participation, conflict resolution, formalizatiom ithe IOR, flexibility in the IOR,
importance of the IOR, organizational compatibjlitgquency of interaction, and age
of the IOR? What is the best predictor of ovel@R success?

8a) How much variance in overall IOR success aamexplained by
marketing supports, financial benefits, businessass, and relationship performance
satisfaction with the IOR? Which is the best petati of overall IOR success?

8b) To what extent do the factors of marketingpsuts, financial
benefits, business success, relationship perforenaatisfaction with IOR, and other

independent variables directly and indirectly ekplaverall IOR success?
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1.4.4 Secondary Hypotheses

Hi: There are different variances in marketing suggpof the IOR that
can be explained by trust in the IOR, commitmenterdependence, coordination,
communication, participation, conflict resolutidaymalization in the IOR, flexibility
in the IOR, importance of the IOR, and age of (R

H,: There are different variances in financial béeedf the IOR that
can be explained by trust in the IOR, commitmenterdependence, coordination,
communication, participation, conflict resolutidarmalization in the IOR, flexibility
in the IOR, importance of the IOR, and frequencyntdraction.

Hs: There are different variances in business sgcoéshe IOR that
can be explained by trust in the IOR, commitmenterdependence, coordination,
communication, participation, conflict resolutidarmalization in the IOR, flexibility
in the IOR, and importance of the IOR.

H4. There are different variances in business succefisedOR that
can be explained by marketing supports in the 1@, financial benefits of the IOR.

Hs: There are different variances in relationship fgr@nance
satisfaction that can be explained by trust inl®B, commitment, interdependence,
coordination, communication, participation, cortflresolution, formalization in the
IOR, flexibility in the IOR, importance of the IORNnd organizational compatibility.

He. There are different variances in relationship penfance
satisfaction with the IOR that can be explainedviarketing supports in the IOR, and
financial benefits of the IOR.

H;: There are different variances in overall IORc&ss that can be
explained by trust in the IOR, commitment, interglegence, coordination,
communication, participation, conflict resolutidarmalization in the IOR, flexibility
in the IOR, importance of the IOR, organizationainpatibility, frequency of
interaction, and age of the IOR.

Hsa There are different variances in overall IORcass that can be
explained by marketing supports in the IOR, finahtienefits of the IOR, business
success of the IOR, and relationship performantisfaetion with the IOR.
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Hg,: Factors of marketing supports, financial bengfimisiness
success, relationship performance satisfaction WithlIOR, and other independent

variables directly and indirectly affect overallRuccess.

1.5 Objectives of the Study

1.5.1 To identify the determinants of IOR succlessveen Vietnamese and
Thai travel companies in both aspects of successfldtionships—success in

relationship performance satisfaction and sucaessutual economic benefits

1.5.2 To put inter-organizational relation theamjo practice with empirical
research and hypothesis testing. The results wiitrioute to asserting the firmness of

the theories and making them more applicable iriéheé of tourism

1.5.3 To measure overall IOR success through iateng variables:
marketing supports, business success, financiafiignand relationship performance

satisfaction with IOR

1.5.4 To rebuild and test a more comprehensiveamnal framework and
model for measuring the success of the dyadic I@duding all of the important

factors suggested by previous scientific reseascher

1.5.5 To provide development suggestions baseth@rempirical research
findings and the scientific framework of the resbaior enhancing cooperation in the

field of travel and tourism between Vietnam and iTEmal

1.6 Scope and Limitation of the Study

The first delimitation of this study is that theadysis of the relationship
focuses only on the success of the dyadic reldtipndetween two groups of
organizations, Viethamese and Thai travel companidsgle there are many more

complicated relationships between all tourism oizmions, including restaurants,
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transportation companies, airlines, tourist atioast, recreational companies, hotels,
travel companies, etc.; additionally, even onedfaompany of Vietham may have
more than one relationships with other travel congsaof Thailand and vice versa.
The second delimitation of this study refers to plopulation objective of the
study. Owing to different constraints such as ,ciiste, and language, the population
of this study consisted of all Viethamese inteiradi travel companies which have
relationships with Thai travel companies. The b$tthese travel companies was
obtained from the Office of Tourism Authority of diland in Ho Chi Minh City.
Finally, in order to carry out this research, imh@ation needed about the
success of the relationship between Viethameselhadtravel companies was at the
corporate level. The kind of information requirediuced the researcher to survey
one of the four appropriate positions in Viethamiagel companies: 1) director or
deputy director of the company, 2) chief of mankgtiand market development
department, 3) deputy chief of marketing and madeselopment department, and 4)
staff in charge of marketing and market developnfjemiall travel companies because
a majority of travel companies were considered smatcording to Middleton and
Clarke (2001), it is estimated that more than twd-a-half million SMEs are
involved in the tourism industry in Europe, withanky eighty-two percent of these
actually falling into the micro category. It wassamed that people holding these
positions in Viethamese travel companies knew \dir relationships with their
Thai travel company partners and were sufficieqtiglified to provide the researcher
with accurate information about the relationshiptioéir companies with the Thai

travel partner.

1.7 Definitions of Critical Terms Used in the Stugl

In this section, the key terms used throughout #tigly will be defined.
Furthermore, in chapter two, the literature revidhese terms and others terms will
be analyzed in detalil.

Age of thelOR: Age of the IOR refers to a period that would eegiatential

partners to judge their compatibilities and develtpe necessary personal
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relationships to augment their general similaritfgen De Ven and Ferry, 1980;
Ruekert and Walker, 1987; Bucklin and Sengupta3).99

Business successBusiness success refers to a quantitative measutiee
mutual financial benefits that participants reapnirthe relationship (Narus and
Anderson, 1987; Johnston and Lawrence, 1988).

Commitment to the IOR: Commitment to the IOR is defined as an exchange
partner believing that an ongoing relationship wahother is so important as to
warrant maximum efforts at maintaining it; that tise committed party believes the
relationship is worth working on to ensure thaemidures indefinitely (Morgan and
Hunt, 1994).

Communication in the IOR: Communication in the IOR is defined as “the
formal as well as informal sharing of meaningfudammely information between
firms” (Anderson and Narus, 1990).

Conflict resolution in the IOR: Conflict is defined as disagreements between
inter-organizational relation participants (Dwyédrat, 1987). Conflict resolution in
the IOR includes the following techniques: joinbiplem solving (Thomas, 1976,
Cumming, 1984), persuasion (Duetsch, 1969), domena{Mohr and Spekman,
1994), mediation (Anderson and Narus, 1990), irstleresolution (Assael, 1969), and
smoothing (Ruekert and Walker, 1987).

Coordination of the IOR: Coordination of the IOR is defined as the process
by which participants in an inter-organizationdat®n seek to work together in a
joint effort (Narus and Anderson, 1987; Morgan ahaht, 1994) based on a set of
tasks each partner expects the other to performh(Mmd Spekman, 1994). In
addition, Mulford and Rogers (1982: 12) define irdeganizational coordination as
“the process whereby two or more organizationsteraad/or use existing decision
rules that have been established to deal colldgtiveith their shared task
environment.”

Financial benefits: Financial benefits refer to the actual economilieaf
the success of the relationship (Medina-Munoz aarti@-Falcon, 2000).

Flexibility in the IOR: Flexibility in the IOR refers to the extent to whi
partners respond to requests for changing circurosta(Gibson, Rutner and Keller,
2002).
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Formalization in the IOR: Formalization in the IOR refers to the degree to
which rules prescribing behavior are formulatedwa$l as the extent to which role
responsibilities are prescribed (Scott, 1987; Diatihs and Nygaard, 1999).

Frequency of interaction: Frequency of interaction refers to the amount of
contacts or exchanges between organizations, tanéasured in relation to an
organization’s total contact with others (Mayhe®71; Hall, 2005).

Importance of the IOR: Importance of the IOR refers to the extent to \whic
staff members of an organization perceive that rélationship is critical to the
mission of the organization (Hall et al., 1977; Wee and Szwajkowski, 1978; Hall,
1991; Bucklin and Sengupta, 1993).

Inter-dependence: Inter-dependence refers to a partner's percepmfoits
dependence relative to its partners' dependencthemelationship (Anderson and
Narus, 1990).

Inter-organizational relationship (IOR): an IOR is formal or informal
agreement between two or more organizations inraimenake joint decisions or
share resources in a common environment. It iseitme used to name partnerships or
alliances between organizations (Bohr, 1991; H&191).

Inter-organizational relationship successiIOR success refers to the overall
evaluation of the relationship between two orgairs. It can be defined as the
generation of the satisfaction of the parties t@lpart in a relationship as a result of
the achievement of performance expectations anohdsss success (Van de Ven and
Ferry, 1980; Narus and Anderson, 1987; Johnstonlawdence, 1988; Anderson
1990; Anderson and Narus, 1990; Biong, 1993; MedMn@oz and Garcia-Falcon,
2000).

Throughout the study the researcher will use théreabation IOR as
equivalent to “inter-organizational relationshigd®ORs will refer to the same term but
in the plural form.

Marketing supports: Marketing supports refer to the support of all keting
activities directed toward establishing, developirand maintaining successful
relationships (Morgan and Hunt, 1994).

Organizational compatibility: Organizational compatibility is considered as
domain similarity and goal compatibility which haween found to enhance the
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effectiveness of inter-organizational dyads (VanM2a and Ferry, 1980; Ruekert and
Walker, 1987). Organizational compatibility refiecomplementarity in goals and
objectives, as well as similarity in operating pbibphies and corporate culture
(Bucklin and Sengupta, 1993).

Participation in the IOR: Participation in the IOR refers to partners in@R
working together to plan all related activities (Maand Spekman, 1994), as well as
taking part in major decisions (Devlin and Bleagkl&#988) and goal setting.

Relationship  performance satisfaction: Relationship  performance
satisfaction refers to the organization's positxperience as regards its partners'
ability to obey rules and to fulfill performance p@ctations (Anderson and Narus,
1990; Biong, 1993).

Trust in the IOR: Trust in the IOR is defined as the willingnesséty on an

exchange partner in whom one has confidence (MaagdrHunt, 1994).

1.8 Relevance of the Study

Regarding the importance of the study, for manyefraompanies, having
good relationships with their travel partners is iapportant element in achieving
success. Indeed, this relationship is considenednost cost-effective way for a
travel company to extend its sales, marketing &ffgKnight, 1994), competitive
advantages, market expansion, and business success.

In addition, while the formation of relationshipsthvother organizations is
often viewed as a panacea for any organizatiomgrunfately the academic literature
has provided little guidance on how to better emshie success of the IOR (Mohr and
Spekman, 1994). This study is the first to attetoptientify the key determinants of
the relationship between travel companies of Vietiaad Thailand that can make this
relationship successful.

In summary, the findings should prove useful fag tbllowing reasons: first,
they should help to improve the present understandi the increasingly complex
travel and tourism industry and to describe howedracompanies operating in

Vietnam relate with travel companies in Thailand.
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Second, the results of the study should provide éperators, travel company
managers of both countries, Vietham and Thailam#i potential investors with
important information with which to make strateglecisions. For instance, the
findings should be useful in deciding whether ot m@rming or continuing a
relationship with a travel partner is strategicallyvantageous. The findings should
also be useful in improving the success of on-goalgtionships of travel companies
between the two countries.

Third, the study should make important contribusida inter-organizational
relation theory by searching for empirical eviderather supporting or rejecting
theoretical frameworks. Specifically, Mohr and Bpan’s (1994) model of the
characteristics of partnership success and Medinael¥l and Garcia-Falcon’s model
(2000) of the determinants of the success of meighip (e.g. trust, commitment,
interdependence, coordination, communication, @getion, conflict resolution,
formalization, flexibility, importance of IOR, ageof IOR, organizational
compatibility, frequency of interaction) were fukiktended in the present study to a
more comprehensive model to measure IOR succedsihés new model will be

tested in a new context - the travel and tourisdustry.

1.9 The Organization of the Study

Chapter one presents the reasons why it is imper&ti conduct research on
the overall IOR success of the relationship betw¥ertnamese and Thai travel
companies. The core of this chapter is comprigeteofollowing sections: statement
of the problem, objectives of the study, and reheeaof the study. Definitions,
delimitations and limitations of the study are alsduded.

Chapter two deals with a review of the literaturetbe IOR and specifically
on IOR success. This chapter contains five maitiges. The first section discusses
the theoretical background of the IOR with defomis of the IOR and the relevant
theories. The second section concerns the typedagfi IORs. Mohr and Spekman’s
(1994) model of partnership success, as well asiddedunoz and Garcia-Falcon’s
(2000) model of relationship success, will be apnatlyin the third section. The
determinants of the IOR and the intervening factdithe IOR will be reviewed in the
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fourth section. Finally, the conceptual framewarked to measure overall IOR
success will be addressed in the fifth sectiormefdhapter.

Chapter three describes how the research was cmuduclt provides an
overview of the methodology which includes variections. The first section
discusses the research design; the quantitative@agp was chosen for this research.
The following sections explain the unit of analyaisd informants of the research,
population and sample size, survey instrument dgweént, and operational
definitions and measurements. In the section oeratnal definitions and
measurements, the researcher focuses on how antk vilethe literature the
dependent variable, intervening variables, and paddent variables were formed.
Another large section explains how the reliabibilyd validity of measures of this
research were obtained. This section discusse<Lthebach’s alpha values and
pretest procedures that were applied to ensureettability of all of the measurement
tools of the research. In addition, factor analysias conducted as a dominant
approach to test the validity of all measuremewist@f the research. In the next
section, the researcher describes the data colfectind finally the last section
focuses on the data analysis techniques used.

Chapter four provides an overview of Vietham andaildmd tourism
cooperation and development. The first and sewmulions depict the tourism
industry, where country overviews, tourist devel@mtnprocesses, tourism potentials,
and the current tourism development of the two tees are discussed. Finally, the
tourism cooperation relationship between Vietnard @hailand is described in the
fourth section of the chapter.

Chapter five presents the results of the study. firkt addresses the
demographic characteristics of the international/ét companies involved in this
study. Secondly, it discusses the standard meltiplgression analysis, with its
assumptions, used in this study, and provides ¢kalts for answering the research
guestions and hypothesis testing. Thirdly, pathlhais was introduced with the
calculations of the direct and indirect effectslOoR, and a path model was formed
with the significant factors affecting overall IGiccess.

Finally, chapter six discusses the findings of shedy and their implications
for the practical management and operation of #lationship from which tour
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operators, managers of travel companies, and goetal boards of tourism
management of both countries understand more deéleplpature of the relationship
and have a clearer and closer picture of the cumeaperation relationship with
partners for making better adjustments and stratedgvelopment decisions
concerning the improvement of the success of tlagioaship between travel industry
of Vietham and Thailand. Each research questioanswvered and the research
hypothesis is also in turn addressed. Then acadeomtributions, limitations of the

study, and suggestions for future research areiskec.

1.10 Chapter Summary

This chapter provides an overview of the dissienat First, it provides an
introduction to IOR research as a whole and spediji describes the background of
the study concerning the tourism cooperation mhstip between Vietnam and
Thailand. This study is considered a further amadercomprehensive examination of
IOR success based on the previous work of MohrSpekman (1994), with the study
of the characteristics of vertical partnership gss¢ and the work of Medina-Munoz
and Garcia-Falcon (2000), with the study of theedwminants of the success of
relationship, and additional constructs suggestedtber previous researchers to add
to the model of IOR success, such as age of the [Onalization in the IOR,
flexibility of the IOR, importance of the IOR, fregncy of interaction, and
organizational compatibility. Then, drawing on thigove arguments, the remainder
of this chapter presents the problem statemenhefstudy, the research objectives,
the scope of the study, the theoretical and pralctontributions, the conceptual

definitions of variables, and the organizationhad study.



CHAPTER 2

LITERATURE REVIEW

2.1 Introduction

The literature on the IOR is very rich and lend®litto multiple disciplines,
such as economics, sociology, psychology, and igalitscience, as well as
organizational behavior, organization theory, atrdtsgic management (Berg and
Friedman, 1977; Stern and Reve, 1980; Ring and d&n/en, 1992; Powell and
Smith-Doerr, 1994; Elg and Johansson, 1996). Aficated in Chapter 1, this
research draws mainly on the theory of the IOR xang@ne the likelihood of the
success of the IOR between two groups of travel paones, Vietnamese travel
companies and Thai travel companies.

This literature review is divided into six main 8ens. Section one introduces
the theoretical background of the inter-organizatrelationship; section two then
focuses on the relevant theories related to intgamzation relation theory; section
three discusses the reasons why organizations lgetoomlved in relationships with
partners; section four describes types of relaligpss and the appropriate types
employed for this study; section five then discasee dependent and independent
variables as well as intervening variables of teearch; and section six depicts the

conceptual framework applied in this study.
2.2 Inter-Organizational Relations — Theoretical Backgound
According to Oliver (1990b), IORs are defined ake“trelatively enduring

transactions, flows, and linkages that occur betwaae organization and one or more

organizations in its environment.” The IOR usedshyall businesses is considered a
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tool that small firms use to buffer themselves frenvironmental uncertainty and to
improve their performance. The IOR is employed ioak firms to reduce transaction
costs related to the acquisition, manufacturing, @istribution of goods and services,
as well as to monitor environmental change (Do#md.990; Dollinger and Golden,
1992, 1993). In addition, Bohr (1991) considerat tthe IOR is “... two or more

organizations making joint decisions and sharingpueces to pursue joint efforts
through formal agreements in a common environmehidwever, we cannot forget
the informal relationships in which organizatiorstipate. Therefore, the IOR may
be defined as formal or informal agreements betwe&nor more organizations in
order to make joint decisions or share resources @common environment. It is a
term used to name partnerships or alliances betegmizations.

Throughout the years, many theories have been algs@lto explain IOR, and
several researchers have presented many widelythsedes on IOR that have been
explored in the literature (Gray and Wood, 1991s ad Teng, 1998; Barringer and
Harrison, 2000). These theories include agencgrth@lensen and Meckling, 1976),
behavioral learning theory (Bower and Hilgard, 19&bnflict theory (Brett, Shapiro
and Lytle, 1998), control theory (Powers, 1973Ypooate social performance theory
(Carroll, 1977), game theory (Parkhe, 1993), ingbhal theory (DiMaggio and
Powell, 1983), organizational learning theory (Amgyand Schon, 1978; Senge,
1990), network theory (Jarillo, 1988), resource etwjence theory (Pfeffer and
Salancik, 1978), stakeholder theory (Freeman, 1984}jegic choice (Spekman and
Sawhney, 1995), strategic management theory (Hafed Schendel, 1978),
transaction cost economics (Williamson, 1985), icgancy theory (Lawrence and
Lorsch, 1967; Thompson, 1967; Oliver, 1990b), arghoizational ecology (Hannan
and Freeman,1977; Trist, 1983).

2.3 Relevant Theories of Inter-Organization Relatn

IOR research has taken place in a variety of fialls disciplines, and distinct
perspectives have emerged. The most importantiisethat explain the conditions
and contingent factors that motivate IOR have b#&veloped in the disciplines of

economics, sociology, and the field of administatscience. These academic areas
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have produced three major schools of organizatistualy and are the basis for much
of the literature on the study of the IOR (Alexand©95). Economic theories tend
to focus on increasing operational efficiency, abdheories tend to focus on
managing relationships (Pfeffer, 1997), and theyditure from administrative science
tends to focus on environmental fit and adapti&xisting theories are important for
understanding why organization engage in IORs amd those relationships are
structured (Gomes-Casseres, 1996).

Among the many relevant theories of the IOR memtibmn the previous
section, nine major theories which provide impadrt@assumptions and contributions
in the study of the IOR are: 1) open system thd@sgrtalanffy, 1950; Kast and
Rosenzweig, 1973; Katz and Kahn, 1978), 2) trammactost theory (Williamson,
1985), 3) resource dependence theory (Pfeffer adn&k, 1978), 4) contingency
theory (Lawrence and Lorsch, 1967; Thompson, 19@&fiver, 1990b), 5)
organizational ecology (Hannan and Freeman, 197i&t, TL983), 6) institutional
theory (DiMaggio and Powell, 1983), 7) strategioick (Spekman and Sawhney,
1995), 8) stakeholder theory (Freeman, 1984), antk&ning organization theory
(Argyris and Schon, 1978; Senge, 1990). Theseigwattempt to describe the IOR
in terms of context (i.e., the environmental coiodis increasing the likelihood of
IOR formation), motives (i.e., the organizatiorémsons for engaging in IORs) and fit
(i.e., the degree and type of interdependency)chEaeory explains the IOR from a
different perspective. What all of these theohase in common is the consideration
of the organization as an open system and the fiskeoenvironment to explain

reasons or motives for IOR formation.

2.3.1 Open System Theory

Open system theory was initially developed by Lugiwion Bertalanffy
(1950), a biologist, but it was immediately applieaacross all disciplines. It defines
the concept of a system, where all systems areactaized by an assemblage or
combination of parts whose relations make thenrdefgendent (Scott, 2003). Open
system theorists posit that organizations must igoausly interact with their
environments for survival because the environmemnt #he organization are in a

mutual state of interdependence (Kast and Rosegzu8v3; Katz and Kahn, 1978).
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In open system theory, an organization’s survivgpahds on homeostasis, internal

stability, and equilibrium with the environment. id considered that the open system

perspective sets up a strong foundation for othlevant theories of IOR to develop.
Assumption 1: Organizations must continuously interact with their

environments for survival (Kast and Rosenzweig, 3l %Atz and Kahn, 1978).

2.3.2 Transaction Cost Theory

Transaction cost theory (TCT) (Williamson, 197588pPis one explanation
for the emergence of the IOR and has become anriempggaradigm in the literature
on organizational theory (Hill, 1990; Alexander959. TCT attempts to explain why
organizations create an IOR and how the IOR ixtirad based on the specific type
of transaction required for organizational survivelbomes-Casseres, 1996).
Transaction cost theorists posit that organizatiengage in IORs to minimize
transaction costs and to increase operating efiigigWilliamson, 1985; Perrow,
1990). Three types of transaction costs are razednin the literature: 1) the
associated costs of writing, investigating, nedotia selecting, monitoring, and
enforcing contractual arrangements to assure camgdi (Williamson, 1985); 2) the
investment costs of personnel training, facilitieguipment and other investment
costs of assets specific to a transaction (Alexan#i®95); and 3) the costs of
cheating, opportunism, incompetence, and other tianaated problems associated
with a transaction (Williamson, 1991).

Transaction costs are the result of environmentatertainty caused by
imperfect market conditions (Williamson, 1975). ebgting efficiency is a ratio of
operating efficiency which can be increased by cedythe costs of resources by
establishing economies of scale (i.e., buying pdpveer by reducing the costs of
processing resource inputs.

In term of economics, the transaction costs aremgdly regarded as the costs
of running an economic system. The costs include,eikample, expenditures for
searching, enforcing, and monitoring (Williamso®8%). According to Williamson
(1979: 239), a business transaction has three dimes "1) uncertainty, 2) the
frequency with which transactions occur, and 3) tlegree to which durable

transaction-specific investments are incurred.” vibng on these dimensions,
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Williamson (1979) categorizes business transactiottssix groups. He then argues
for matching governance structures to each grouporder to achieve cost
economizing. The result of matching brings fortle thasic layout of markets and
hierarchies spectrum. TCT is widely used in studiesmdividual firms and their use
of inter-organizational transactions to minimizeangaction costs (Osborn and
Hagedoorn, 1997). The overall goal is for an oizmtion to seek the lowest cost,
highest benefit IOR alternatives (see Williamsd@73 and 1991; Jarillo, 1988; Child
and Faulkner, 1998 for a range of concepts andcgioins). According to Barringer
and Harrison (2000), the main contribution of thi®ory to inter-organizational
relationship studies is:

Assumption 2: Organizations engage in an IOR to reduce unceytaissed
by market failure, reduce costs associated withbéishing a hierarchy (Barringer and
Harrison, 2000), and increase operating efficigiWgifliamson, 1985; Perrow, 1990).

TCT predicts how resource exchanges are structur@d. uncertainty in
resource exchanges increases, organizations sbift fnarket-based solutions to
hierarchical-based solutions or intermediate-bag#dtions (Williamson, 1981). If
the transaction costs of a resource exchange aategrthan the cost of integrating the
exchange into the organization, then internal coattbn is more efficient
(Williamson, 1985). For example, an organizatioaynseek market-based solutions
such as outsourcing if the transaction costs are fibmay seek hierarchical-based
solutions by integrating the resource exchange timoorganization by providing the
goods or services in-house or by acquiring the cowf needed resources if the
transaction costs are high.

Intermediate-based solutions are also an attempirionize transaction costs;
they are dependent upon the nature of the traosacthe level of resource
interdependency among organizations, and the naifirthe relationships. The
loosely-coupled nature of the IOR allows indepemndgganizations to obtain needed
resources while maintaining institutional autonomyd organizational flexibility
(Weick, 1976). IORs structure the interactionswaein or among independent
organizations so that their fit is based on a aeftvel of resource interdependency,
either complementary or commensal interdependeddgx@énder, 1995). From
research in the for-profit sector, it can be sdeat TCT predicts that organizations
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with commensal interdependency will form trade asgmns if the costs associated
with the IOR will be less than the economic besetilat the trade association
provides (Williamson, 1985). Joint ventures anihtjgprograms are more likely to
form among organizations when they possess comptane resources and the
economic benefits are greater than self-provisilivér, 1990a).

Despite its success, TCT also has criticism. Nbi@Rs are the result of
transaction cost economization—some relationshipstlae result of mutual goals
(Sobrero and Roberts, 2001), and TCT fails to recmg such alternative goals.
Furthermore, the implications of TCT cannot be ggublliberally. Robins (1987)
criticizes that organizations under TCT exist omby an environment of perfect
competition. The more business contexts deviate foerfect competition, the more
erroneous causal explanations of TCT become.

Moreover, the opportunistic behavioral assumptias heen at the center of
criticism. Ghoshal and Moran (1996) have takenhendpportunism assumption in a
serious way, arguing that opportunism assumptieates a self-fulfilling condition.
This assumption, not the actual opportunistic beravbrings about higher
transaction costs. Organizations that operate um@ar will always escalate their
controls to counter "anticipated” opportunistic &@br. Transaction costs, thus,
increase because of these control mechanisms. yjdhis increase of transaction
costs does not stem from actual opportunistic hehavather by the opportunism
assumption of TCT.

Scott and Walsham (2005) and Hart and Saunders7)18&ue that the
opportunism assumption is unrealistic in the contéxthe IOR. In many instances,
firms' actions are not driven by opportunism buhea by trust and the reputation of
their partners. Indeed, a study by Kale et al. @QDustrates empirical support for
this argument. They found that trust among alliapaetners actually negated
opportunistic behaviors.

To summarize: TCT states that IORs are an attemptihimize transaction
costs and increase operating efficiency. The émglfactors in the relationship are
the desire for autonomy, loose coupling, and resounterdependence. The

individual organization in an IOR is internally feged on increasing operating
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efficiency. The motives or reasons for IOR forroatthat can be shown to have a

basis in TCT include operating efficiency, costuettbn, and scale economies.

2.3.3 Resource Dependence Theory

Resource dependence theory (Pfeffer and Salanc®8)1is another
explanation for the motives and resulting struguré IORs (Van Vught, 1997) and
has received much attention in the literature aganization (Galaskiewicz, 1985).
Whereas the transaction cost theory of Williamst®76, 1985) attempts to explain
IOR in terms of economic motives, resource depecelémeory (RDT) focuses on the
relationship characteristics and structures thargmto manage power dependencies
among organizations. In other words, it focuseshenmotivation for an organization
to meet its essential resource needs by controllisigown critical resources, by
gaining some form of control over external resoypaviders, and by increasing the
resource dependence of others. Firms may enterestaurce dependent relationships
to increase their own competitiveness (e.g. Child Baulkner, 1988) in order to take
advantage of complementary assets (e.g., Fish@6)1® to build unique joint market
power (Harbison and Pekar, 1998).

According to Pfeffer and Salancik (1978), all origations need to exchange
resources for survival and growth. This leadsdpehdence on other organizations.
Environmental uncertainty due to competition fosaerces increases the level of
dependence and can result in power differential®rgmorganizations (Aldrich,
1979). Organizations attempt to reduce environalenhcertainty and manage
dependencies through IOR strategies. In RDT, ffexteve organization is able to
establish relationships to obtain needed resouf@erganizational survival and
growth while maintaining institutional autonomy @fer and Nowak, 1976; Aldrick,
1979; Burt, 1992). According to Barringer and Hhkwon (2000), the main
contribution of this theory to inter-organizatiomelationship is:

Assumption 3: Organizations enter IORs to exert power or conteér
organizations that possess scarce resources in tordid a perceived resource need
(Barringer and Harrison, 2000).

Traditionally, the degree of "resource dependenuk'an organization is
addressed by the "interdependence" construct. Torsstruct has been recently
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elaborated by Casciaro and Piskorski (2005). Treeghors referred to Emerson's
(1962) power-dependence theory and suggested twendions of interdependence:
power imbalance and mutual dependence. Power imi@landicates the power
differential between two organizations. Mutual degence indicates the dependence
between two organizations. These two dimensionsnalependent and not mutually
exclusive. An organization may have overwhelmingweo over the other
organization but that organization may also neéitk liassistance from the other
organization. As a result, the latter organizatimes not have high interdependence
with the former organization. Provan et al. (198@ve pointed out two basic
resource manipulation techniques. First, orgaronatiseek to control resources to
increase others' dependence on them. Second, pagans seek to reduce their
dependence on the others' resources. Engaginge itwih activities will result in a
change in power-dependence.

According to Aldrich and Whetten (1981), power degency is the central
concept in IOR formation. Power is defined in tielaal terms: organizational power
resides in another organization’s dependency (&Gaagz, 1985); power is the
result of dependency (Aldrich, 1979) in terms ofpeledence (Pfeffer, 1981).
Because the IOR is critical to obtaining neededusses, three factors determine the
relative power of one organization over anothee.(idyadic relationship), one
organization over a group of organizations (i.egnopolistic relationships), or one
group of organizations over another group of orgatmons (i.e., oligopolistic
relationships). These factors are: 1) the impaegaof the resource to organizational
survival and growth, 2) the availability of the oesce in the environment, and 3) the
availability of substitutes. Power, as definedeheas the ability to possess and
allocate resources or the ability to regulate resmprocurement and use (Pfeffer and
Salancik, 1978). Resource dependency theorisisthas organizations seek to avoid
power dependencies (Pfeffer, 1981) and exert powoxgsr other organizations
(Aldrich, 1979).

Organizations attempt to manage their dependentliesugh adaptive
strategies by modifying existing organizational bdaries through IOR formation
(Nohria and Gulati, 1994). Reviews of researchwskitat increased dependency on

external resources leads to more formal IOR strastusuch as joint venture, joint
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programs, trade associations, and consortia (Qli@90a). Research on dominant
versus weak firms in an industry shows that dontirfams with large pools of
resources constantly win competitive battles bexaok size, market position,
technology, and expertise. Dominant firms seelpreserve autonomy and tend to
avoid IORs until market conditions place stress amailable resources (Gomes-
Casseres, 1996). RDT predicts that small, stratijzequivalent organizations with
commensal interdependency will form IORs to eqealizeir competitive positions
vis-a-vis more dominant organizations in the sanwustry (Galaskiewicz, 1985).
From research on business alliances, RDT suggleststrade associations form to
manage power dependencies vis-a-vis political aghll authorities (Pfeffer and
Salancik, 1978).

Resource dependence theory predicts that less dammembers in an IOR
will develop mechanisms to help them avoid powepetelencies vis-a-vis more
dominant members.  Structures such as written ag¥eEs or other formal
arrangements help member institutions manage powpendencies within an the
IOR (Pfeffer, 1997).

The strength of the RDT is its ability to explaimltiple motives for the IOR.
Because organizations are constrained by the gadlitiegal, social, and material
aspects of their environment, they attempt to av@aee these constraints by forming
IORs to influence opinion, obtain resources, antichdependencies (Pfeffer, 1997).
Whereas transaction cost theory focuses on economoitives of efficiency and
managing uncertainty, RDT recognizes money, aut)oservices, information,
reputation, knowledge, and skills as potentiallypariant resources and sources of
dependency (Aldrich, 1979).

Although RDT has been a cornerstone in a large eurnob studies across
many areas in management and has been utilizéa istidy of governance structure
(Boeker and Goodstein, 1991; Dalton et al, 1998ntdin, 2005), merger and
acquisition (Finkelstein, 1997; Casciaro and Piskipr2005), innovations (Li and
Atuahene-Gima, 2001), and information technologspérson et al., 2002), it has
also been praised for the breadth of its concepis Theory brings the general
conceptual framework from social exchange theotty the management area (Provan
et al., 1980). However, there are concerns albositheory. Gulati (1995) points out
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that the theory is limited within the context oftwn-industry studies. To apply the
theory in this context, researchers need to gattiemmation on every relationship of
the organizations. The gathering task is immens# ia considered empirically
impossible.  Furthermore, Kenis and Knoke (200Xcuss the incompatibility
between the conceptualized organization-environmeder resource dependence and
that of real-world network organizations. Resourdependence scholars
conceptualize the environment of organizations mmghly mechanistic way as they
believe that organizations control environmentsweler, this is quite opposite in
real-world network organizations. Kenis and Knolkevé argued, for example, that
organizations are actually under the influencehefénvironment.

Finkelstein (1997) casts doubt at the predictivegroof resource dependence
theory in the context of inter-industry mergers ameér-organizational sourcing. The
theory's explanative power for inter-industry mesgés weaker than that of the
original result. Moreover, the resource-dependgimmomenon could be a snap-shot
of strategic inter-organizational sourcing rathéart a result of environmental
constraints. Therefore, the strategic choice petsmecould offer a better explanation
of the IOR phenomenon than resource dependence.

On the other hand, the IOR goes beyond resourcendepce, as Barringer
and Harrison (2000) argue; while recourse deperedémeory has a straightforward
appeal, it has limitations with regard to explagailliance formation. They contend
that resource-based theories do not shed much laghthow organizational
competencies are developed. The theory focusebeomeed for critical resources
and the necessity for social exchange, rather thanmore complex theoretical
challenge of describing how competencies are dpeelo For example, it does not
explain why organizations might pursue other sgiate besides alliances to satisfy
perceived resource deficiencies, including mergard acquisitions, recruitment of
key personnel from competitors, and raising newtahfo obtain a resource through
a market transaction (Child and Faulkner, 1998).

Lastly, a reinvestigation of Pfeffer (1972) by Fefdtein (1997) identifies
many limitations of resource dependence theory tmate not been understood

previously. This reinvestigation was done with avnhap-to-date and more complete
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dataset, a more refined research model, and maa@nedd statistical methods. The
reinvestigation supports the general findings efdhginal analyses.

These prior limitations lead to the conclusion teath organization theory
explains relationship formation from a narrow poaitview. Several researchers
have stressed the need for consideration of melperspectives as new theories are
developed and tested along with blending multipkeotetical paradigms together to
provide a more useful means of understanding thedbon of the IOR.

To summarize: Organizations will seek to estabéishlOR that help them to
overcome power dependencies or to establish poegerntlencies vis-a-vis rivals.
The enabling factors are the desire for institloautonomy and some degree of
interdependence. The individual organization inl@R is externally focused on
managing relationship for self-benefit. The madivier IOR formation that can be
shown to have a basis in RDT include manage poependencies and influence or

advocacy.

2.3.4 Contingency Theory

Contingency theorists posit that the fit between aganization and its
environment must be adequate for survival. Coetiey Theory (CT) focuses on a
single organization’s attempt to adapt to environtak demands and limitations.
Environmental uncertainty is caused by unstableusnaedictable resource flows and
increases the risks associated with business am@sat Uncertainty is a primary
motivation for organizations to develop coping t&gies through adjustments to
internal processes or through external relatiorss(ieffer, 1981).

The degree of environmental uncertainty in a matkee is a predictor of
how organizations in an industry will be structurgéwrence and Lorsch, 1969).
The internal structure of an effective organizatisrcontingent on its environment:
formal, highly-structured bureaucratic organizasicare more likely to be found in
industries with stable and predictable environméitssch, 1975). Based on studies
of organizational change, as environmental unag@staiincreases, successful
organizations tend to become more open, flexibiel decentralized in response
(Lawrence and Lorsch, 1967) - the successful orgdion is able to adapt quickly to

changing environmental circumstances.
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The formation of the IOR is consistent with CT hesmthe loosely0-coupled
nature of the IOR allows organizations to establislanage, and eliminate multiple
patterns of relationships as needed to meet enmweotal conditions while
maintaining institutional autonomy (Alexander, 1995 Because CT takes into
account material resources, as well as the pdlitiegal, economic, and social aspects
of the environment, multiple patterns of the IORniato deal with different kinds of
environmental conditions (Lawrence and Lorsch, }96Z€onsequently, the main
contribution of this theory to IOR studies is:

Assumption 4: An organization enters an IOR to manage environatent
uncertainty and to reduce risks, and the fit beiwes organization and its
environment must be adequate for survival (Lawreacd Lorsch, 1969; Pfeffer,
1981).

According to research on business alliances andigogervice sector
organizations, organizations with some degree w@frdependency will form an IOR
to establish stable and predictable resource fl@ser, 1990a) or to reduce the risk
associated with programs, ventures, and innovataesgned to meet the needs,
expectations, or mandates of constituents (Lawrandelorsch, 1967; Aldrich, 1979;
Alexander, 1995). For example, organizations vatimplimentary resources may
form joint programs to reduce the risks associateth new program start-up
designed to meet the needs or mandates of comgst(leogut, 1988).

IORs that form among organizations with commensétrdependence are
consistent with CT. Trade associations are a mehassuring access to stable and
predictable flows of information needed to respdndenvironmental conditions
(Oliver, 1990a).

Critics of CT have argued that the idea that orzgtions are able to adapt to
meet environmental conditions attributes too muabwegr and flexibility to
organizations and too little power to environmerdaterminants of organizational
success and failure (Morgan, 1986). They argueaha&nvironment “selects” certain
organizations to succeed based on their fit witirenmental conditions, not on their
ability to adapt to those conditions. Organizagidmve limited ability to adapt

because of internal constraints, including histayiture, traditions, capitalization,
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and financial structure (Aldrich, 1979). CT is awerful alternate explanation for
IOR motives and structures and is often cited enliierature on IOR formation.

To summarize: contingency theory assumes that @ is formed to help
organizations manage environmental uncertainty tanceduce the risks associated
with operations by establishing stable and prebietaflows of resources and
information. The focus is on a single organizdsorattempt to adapt to
environmental conditions for survival and growthThe factors enabling IOR
formation are loose coupling, interdependence, iastitutional autonomy. Motives
for IOR formation that can be shown to have a bast3T include the management of

environmental uncertainty, reducing risks, and angustability/predictability.

2.3.5 Organizational Ecology Theory

Organizational ecologists posit that organizatidosnot completely adapt to
their environments, nor are they selected for ssgd®ecause of their fit with the
environment.  Organizations influence and, in tuare influenced by their
environments. In other words, organizations arar tenvironment interact through
mutual adjustment (Trist, 1983). Unlike continggribeory, which focuses on a
single organization’s attempt to adapt to the emiment, Organizational ecology
focuses on how groups of organizations linked byesaegree of interdependency
interact with the environment.

Whereas resource dependence theory focuses organization’s attempt to
manage power dependencies, organizational eco®By focuses on cooperation and
sharing among organizations for mutual benefit @éor, 1986). Organizational
ecology predicts that organizations in an indusivizich are linked by a common
purpose or are structurally similar, will form a®R as means to overcome
environmental uncertainty while maintaining autoryofAlexander, 1995). The IOR
is formed so that member scan share informationrasdurces, promote common
interests, or seek solutions to common problemsst(Tt983). According to Trist
(1983), the main contribution of this theory to IGRdies is:

Assumption 5: Organizations enter an IOR to share information and
resources, promote common interests, or seek sotuto common problems (Trist,
1983).
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These relationships imply both competition and @vapon. The IOR is a
response to factors in the environment that credégdependency and cooperation
among what are essentially competing organizatioBsganizations with symbiotic
interdependence form an IOR to exchange neededrees) and organizations with
symbiotic interdependence will form joint programusd joint ventures to share the
risks associated with innovations. This type oRI@nplies reciprocity, which is
defined as the extent to which resources are egeubfor mutual benefit (Levine and
White, 1961). Organizations with commensal intpetelence draw from the same
resource pool. This type of IOR implies cooperatémd sharing for mutual benefit
(Alexander, 1995), and organizations with commensardependence are predicted
to form trade associations to share informatiomfiotual benefit.

Organizational ecology appears to be less empgyidaveloped than the other
theories of IOR formation; however, as an alterntaory of IOR formation, its
application to public service organizations is jatarly important. Environments
that are dominated by the need to meet social désneemd to reward organizations
for conforming to values and norms (Hatch, 1997).

To summarize: organizational ecology states thagamizations form
cooperative IORs to share resources, informatiod, expertise. The focus is on a
group of similar organizations linked by a commauwrgmse and cooperating for
mutual benefit. The enabling factors are the defir institutional autonomy and
some degree of interdependence. The motives fBrftmation that can be shown
to have a basis in organizational ecology includeperation, reciprocity, resource

sharing, and risk sharing.

2.3.6 Institutional Theory

Institutional theorists focus on the ways in whialtitutional pressures for
legitimacy and acceptance push organizations téooconto prevailing social norms
and to associate with firms whose legitimacy anputation are well established
(DiMaggio and Powell, 1983). To achieve their owgitimacy, organizations mimic
the IOR of others whose legitimacy is already d&thed. In addition, conformance
with norms and rules many also be a simple negesésit firm survival (Oliver,
1990a; Alter and Hage, 1993).
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In a simple version, an organization is primarihe tresult of its social
contexts. The main argument is that organizatigoals, structures, and processes are
not a result of economic forces but are the resuttocial contexts (Avgerou, 2001).
An organization is viewed as a social system tleaves a purpose for its greater
social system (Parsons, 1956). The survival of $hialler system depends on social
resources from its greater system. Acceptance ft®environmental social system is
the major concern of the organization under theoti. Achieving social legitimacy
status is theoretically an important organizatiayadl (Meyer and Rowen, 1977)—a
legitimized organization is called an institutiomad organization. Zucker (1987)
points to the underpinning assumption that bothirenmental and organizational
social contexts must be stable enough to givetoigieis institutionalization.

Social "legitimacy" is the most important construdt institutional theory
(Suddaby and Greenwood, 2005). DiMaggio and Po@éB3) have identified three
social mechanisms of legitimacy. The first mechamisoercive, is the forces from
peers and partner organizations, and from the tyociEhe second mechanism,
mimetic, is the desire of the organization to it@tauccessful organizations in order
to survive in an uncertain environment. The lastima@ism, normative pressures, is
the norms of professionalism within the organizatibhese mechanisms, in the long-
run, bring about more similar organizations thastidct organizations within an
industry (Deephouse, 1999).

In the context of the inter-organizational relasbip, Eisenhardt and
Schoonhoven (1996) have empirically documentedehaepreneurial organizations
form alliance not only for economic reasons bub &s social resources. These social
resources play particularly important roles in migations with weak competitive
positions. Van de Ven (2005) found that an orgdmmawith extensive inter-
organizational ties is more successful than anrnizgdon without ties. The main
argument was that the single organization lackesbuees and legitimacy to
command a strong competitive position. David (19%hd Haunschild (1993)
reported that organizations tend to imitate thatsgies of their partners. A reason
cited was that the imitation increased the chancgroup survival. The main

contribution of institutional theory in context ®Rs, then, is:
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Assumption 6: Organizations engage in an IOR for social resauraed
legitimacy in order to increase their chance ovsa (DiMaggio and Powell, 1983;
Oliver, 1990a; Alter and Hage, 1993; Suddaby anee@wood, 2005).

However, institutional theory has some limitatioRgst, Huber (1991) points
to the fast-changing environment—that it works agathe assumption of this theory.
The power of institutional theory is weakened irctstan environment. Second,
McKendrick and Carroll (2001) have reported thas theory might show a limit in
an industry where organizations are from variougites. The case in point was the
computer disk array industry. This industry lackadidentity among organizations
within the industry—there was nothing to identifg arganization as a disk array
producer. This phenomenon was counter to the grediof institutional theory. An
industry should have an identity because orgamzatin the industry become more
similar over time. However, this was not the cas®&lcKendrick and Carroll
speculated that the various origins of the disldpoers prevented the formation of an
identity. Last, Barringer and Harrison (2000) haeeticized that this theory
emphasizes too much the behavioral side of an @a@on. An organization is
implicitly assumed to behave according to a son@m; however, a number of

organizations exist outside any social norms.

2.3.7 Strategic Choice Theory

Strategic choice theory emphasizes the need teaserinternal capability or
decrease competition relative to others in an ittguJarillo, 1988). In IOR terms,
firms pursue profit and growth by setting up bari¢o the entry of others, by
increasing their influence or political power, alog entering into relationships that
increase access to resources, improve efficiencshare risks (Powell, 1990).

Central to this perspective is that superior penfmce is the ultimate goal of
organizations. Competitive advantage, believed byynis the antecedent of superior
performance (e.g., Reed and Defillippi, 1990; Rthet999; Cockburn et al., 2000).
Scholars rooted in the strategic choice theorydamuexplanations and predictions of
competitive advantage. Powell (2001) points to é¢htheories underpinning the

sources of competitive advantage. In addition, Dyed Singh (1998) and Borgatti
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and Foster (2003) have made arguments for soqutiatdheory. These four theories
are reviewed below.

1) Position theoryin the first theory, competitive advantage centers
on market position (Caves and Porter, 1977; Poit@80); this theory is generally
recognized as positioning theory. Organizationsaasaimed to be homogeneous in a
competitive market. Differences in firm performarstem from differences in market
positions. The main argument is that an organinagichieves superior performance
when it attains a unique market position. This urgigposition is analogous to a
miniature monopoly. Hence, monopoly rent playsrarg role in this theory (Powell,
2001). According to Porter (1985), a market positie analyzed according to the
interplays among five industry-level constraintdieTfirst constraint is the entry
barrier of newcomers. The second constraint ighheat of substitute products. The
third constraint is the power of customers. Thertfoconstraint is the power of
suppliers. The last constraint is the competitiotiensity from peer organizations in
the same industry. When a firm positions itselfoi@bly with these five constraints,
the firm will likely gain competitive advantage andemonstrate superior
performance.

In the context of IORs, the most important positionan organization
is at the center of its network (Zaheer and B€&l0%). An organization at this position
can utilize its position to influence the decisiarists competitors (Semadeni, 2006).
Goerzen (2005) has pointed out that this positiombtes the organization to
effectively access and manage resources.

2) Resource theorytn the second theory, competitive advantage
operates on a principle of idiosyncratic firm-sgiecresources (Wernerfelt, 1984).
This principle is based on Ricardian economics gRé&t 1993; Barney, 2001) and
gives rise to the "resource based view” (RBV) (Bgrn1986; 1991). Ricardian
(Ricardo, 1817) economics operates under an asgmgtat no two firms in a
competitive market have the same bundles of ressunc capabilities (i.e. resource
heterogeneity). The main argument is that this rbgtneity causes different
economic returns across firms—superior firms angoliyesized to have some kind of
idiosyncratic resources and capabilities. Barne986l 1991) explicates three
important characteristics of idiosyncratic resoare@d capabilities. First, they have
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imperfect mobility across organizations; imperfeutbility resources are difficult to
move from one organization to another. Second, theye imperfect imitability;
imperfect imitability resources are difficult fotheers to duplicate. Third, they have
imperfect substitutability; imperfect substitutayil resources cannot be easily
substituted by alternative resources. Any resoungessessed with these three
characteristics are considered strategically ingmarunder the RBV. In the context
of the IOR, Das and Teng (2000) have categorize¥ REources into two groups:
property-based and knowledge-based. The propesgebeesources are those such as
patents, copyrights, and physical plants. The kedgé-based resources are those
such as technological and managerial skills.

3) Innovation theoryin the third theory, competitive advantage is
driven by innovation. This theory operates underumbrella of innovation theory. A
classic work by Schumpeter (1942) points to theartgnce of continuous innovation
as a basis for competitive advantage. The proceseeative-destruction perpetuates
the growth of organizations (Kaghan, 2000). At ttenter of this theory, the
competitive environment is assumed to be so dynanait competitive advantage is
nothing but transient (Danneels, 2002). The waguibcompete competitors is to out-
innovate them.

Being an innovative organization has many advastagthe
organization gains early access to new markets@adarce resources. An innovator
also benefits from the learning curve effect angebsi switching cost. However,
there are some concerns about erosion of the amy@mty competitors’ imitations.
The majority of these concerns are based on themgsn of all else being equal.
That is, a competitor with capabilities similar ttee innovator would quickly and
successfully imitate the innovations and erode itiovator's advantages. Gilbert
(1995) points out that this assumption is rarelyemalized in the real world within a
short period of time. Therefore, threats from itntas, although they exist, are
remote, at least in the short term—an average @oo\enjoys superior returns from
successful innovations for at least 10 years (Bagldnd Christen, 2001)

The studies on innovation in organizations candpasated into three
distinct yet related inquiries (Wolfe, 1994). Thestf inquiry investigates diffusions of
innovations. The second inquiry investigates inilied factors of innovativeness
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within organizations. The last inquiry investigatpsocesses of organizational
innovations. Within these three inquiries, the nedwof innovations are addressed by
at least three dimensions. The first is the degfeenprovements over the current
generation. These improvements are traditionalgssified as either radical or
incremental (Tushman and Nelson, 1990). Howeveet# (2000) suggests that this
degree actually operates like a spectrum spannomgn, fincremental to radical.
Incremental improvements require no research amneldement activities and are
minimally improved over the current generation. @me other hand, radical
improvements are the results of major research dexklopment activities and
potentially render the current generation obsoléte second dimension is the type
of innovation. Products, processes, and adminiggrainovations are the three main
types of organizational innovations (Drury and [Bamand, 1999). The last
dimension of innovation is innovation speed: theespcaptures the time from the
inception of an idea to a marketable innovatiothefidea.

Regarding the context of the IOR, various innovatgiudies (e.g.,
Mowery et al., 1996; Powell et al., 1996; Goes &atk, 1997; Danneels, 2002;
Holmqvist, 2004) have arrived at the conclusiort tha IOR helps an organization to
innovate by enabling it to explore new resourced lamowledge, and exploits them
for innovation.

4) Social capital theorytn the fourth and emerging theory, social
capital underpins organizational competitive adagat (Nahapiet and Ghoshal,
1998). This theory argues that the organizatiorrages its social capital to access
outside resources in order to gain competitive athge. Social capital can,
sometimes, grant the organization an advantagetbegpower of the market. Under
this theory, social capital is broadly defined assét of social resources embedded in
relationships” (Tsai and Ghoshal, 1998: 464). i multi-dimensional construct with
two basic characteristics (Coleman, 1988). Fistiad capital operates based on some
aspects of social structures. Second, it helpsab@itors to accomplish certain
actions under the social structures. There is @sgckassumption: organizations are
assumed to be purposeful social actors (Koka aedcBtt, 2002). The argument for

this assumption is that organizations do engagelationships with others and that
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these relationships lead to social activities, sashresource exchanges and norm
establishments.

Social network theory is the traditional analysaniework. Based on
this framework, Nahapiet and Ghoshal (1998) hawgp@sed three dimensions of
social capital for competitive advantage. The fitisbension is based on the structural
aspect of the social network. This dimension exgldne configuration characteristics
of a network (Sparrowe et al., 2001). Studies itigasng this dimension reveal the
importance of centrality (e.g., Gibbons, 2004; Ov#mnith and Powell, 2004), density
(e.g., Shaw et al., 2005), structural holes (eBurt, 1992; Ahuja, 2000), and
structural embeddedness (Gnyawali and Madhavar,)Z60competitive advantage.

The second dimension is based on the relationacasy the social
network. This dimension explains the charactesst€ the linkage between social
actors (Tsai and Ghoshal, 1998). This aspect isasotvell developed as the first
dimension (Borgatti and Cross, 2003). Tie strenigttone of the most important
constructs under the relational aspect (Uzzi, 1886sen, 1999). This construct has
led social capital investors to explore the rolegwst (e.g. Saparito et al., 2004), and
trustworthiness (e.g. Szulanski et al., 2004) m ¢bntext of the inter-organizational
relationship.

The third dimension is based on the cognition aspédhe social
network (i.e. socio-cognition). This dimension edpk the shared cognitive
representations among partners (Nahapiet and Ghd€/#8). It governs how firms
exchange resources (Rindova and Fombrun, 1999)nitay representations, for
example, include beliefs, visions, understandingsaning systems, and information.
This dimension is still underdeveloped. However k&and Prescott (2002) have
shed some light on the information aspect of tisethsion. The information in social
capital theory can be described by volume, divgrsind richness.

In conclusion,the review of these four theories under the stratefoice
perspective points to the main contribution of fesspective to IOR research:

Assumption 7: Organizations exercise IORs in order to securepsitive
advantage in the form of either market positiomsgincratic resource, innovation, or

social capital (Caves and Porter, 1977; PorterQ1®8ernerfelt, 1984; Mowery et al.,
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1996; Powell et al., 1996; Goes and Park, 1997;aNih and Ghoshal, 1998;
Danneels, 2002; Holmqvist, 2004).

There are four weaknesses associated with theegitathoice perspective.
The first weakness is the fact that the three wesfhblished theories (i.e. market
position, resource, and innovation) compete amomgmselves and none has
demonstrated superiority over the others. A seofestudies (e.g., McGahan and
Porter, 2002; Hawawini et al., 2003) have revedaleel comparative importance
among the three paradigms but offer no conclusion.

Furthermore, establishing social-capital theory lasn criticized for its lack
of objectivity (Locke, 1999). Social capital thedrgs become a support platform for
the three established theories. The second weakise$sat any organizational
initiative can be cited as a strategic choice g/ tlanagement team (Barringer and
Harrison, 2000). As a result, often times, a causkitionship between a strategic
initiative and a strategic result cannot be cleadyablished. The third weakness is
that this perspective focuses almost exclusively samvival from competition
(Rindova and Fombrun, 1999). However, an orgaropatian survive without being
superior in the competition given that it is wellpported by its resource holders.
Last, Powell (2001) argues that the characterisbicgshe competitive advantage
construct are philosophically unidentifiable. N@earcher is exactly sure what the
characteristics of competitive advantage are—tle fioeories under this perspective

may be built on an uncertain ground.

2.3.8 Stakeholder Theory

The stakeholder theory of the firm (first develoggdFreeman, 1984) views
the organization as the hub of a set of stakehakglationships. In this view, an IOR
is formed to align or coordinate stakeholder ind&yeor to reduce environmental
uncertainty.

In addition, stakeholder theory has deep roots mlopophical ethics
(Donaldson and Preston, 1995). At the crux of theory, the single most important
mission of an organization is to satisfy the densaoitits stakeholders. This crux has
two implicit assumptions (Mitchell et al., 1997)rd%, stakeholders have some kind of

authority over the organization; second, the marsageeognize the salience of these
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stakeholders. Stakeholders are generally definedrasps or individuals that can
affect or are affected by the organization's asti@nd the mission is critical because
the organization needs resources from these stmlehoin order to survive
(Freeman, 1984).

The need for resources here should remind oneeofdbource dependence
theory. Indeed, Thorelli (1986) points out that lesource dependence theory is
conceptually a special case of stakeholder thedbhere are similarities between
stakeholder theory and resource dependence theayr—df them recognize that
resources are important for organizational survasadl pay attentions to how these
resources are secured. However, these theorieglifieeent by the virtue of a
different understanding of the term '"resources."sdRece dependence theory
recognizes only economic resources, for exampleyetamy, labor, and production
capacity. Because of its philosophical ethic rostakeholder theory recognizes not
only economic resources but also social resoustes) as reputation, legitimacy, and
insight (Freeman et al., 2004).

Two core questions underpin the investigationdaeholder theory (Rowley,
1997). The first question concerns the nature dvadacteristics of stakeholders. The
second question is about the management of thetstlders. In the context of the
IOR, the answers to these two questions have ilated three major points (Post et
al., 2002; Rowley and Moldoveanu, 2003; Fry andoRsky, 2004). First, an
organization engages in not only economic trangastbut also in social relations
with many parties. Second, the traditional vievir&f dyadic relationships between an
organization and its stakeholders does not hold: tatakeholders interact among
themselves. Thus, the organization conceptuallyates in networks of stakeholders.
Third, managers must recognize the contextual cexitpds of the stakeholders in
order to effectively manage them.

A study by Post et al. (2002) illustrated thesed¢hpoints in relation to the two
core questions. In their study, Post and assocmtgsose a framework to understand
and to manage three levels of stakeholders in mkedoorganizations. The first level
of this framework is the "resource base." Staketrsldat this level (e.g. employees
and customers) provide resources to organizatiopatations. The management goal
for this level is to maintain accesses to resourdé® second level is "industry



43

structure”. Stakeholders at this level (e.g., drgartners and trade organizations)
provide the organization with stability from thedustry. The management goal for
this level is to establish and enhance a positigthinv the industry for the
organization. The last level is “social-politicafgr example, government agencies
and social communities—they provide overall sosiglport for the organization. The
management goal at this level is to conform to tarahticipate social developments.

In summary, the main contribution of stakeholdeotly in the context of the
IOR is:

Assumption 8: Stakeholder theory acts as social guidance foragpens in
recognizing and managing networks of constituent$ ia understanding that these
constituents require not only economic resourcesalso social resources (Freeman,
1984; Post et al., 2002; Rowley and Moldoveanu 32680y and Polonsky, 2004).

The stakeholder theory generally exhibits two weaskes. The first weakness
centers on the question about who actually theehkizlklers are. Decades of debates
(Post et al., 2002; Freeman et al., 2004; Sundaratrinkpen, 2004) have not yielded
a satisfactory conclusion. A common agreement haerged that "stakeholders" are
context dependent. Since the main construct hasified meaning, the development
of this theory lacks a unified direction. The setomeakness is this theory lacks
empirical evidence supporting the causal relatigpgssibetween the importance of
stakeholder management and firm performance (Dsoaldnd Preston, 1995). The
main reason is that the value of social resoursadifficult to empirically measure.
Managers are encouraged to accept stakeholderytbeos moral ground (Barringer
and Harrison, 2000). As a result, this theory has gained wide support from

business practitioners.

2.3.9 Organizational Learning Theory

Organizational learning theory is concerned wifirra’s ability to recognize,
absorb, and apply new knowledge and thus to impitsveompetitive position. One
goal is to absorb knowledge from partners in otdencrease competence and to add
value to the organization. Learning is also seebet@n effective way to transfer and

share knowledge across cooperating firms (Powapu and Smith-Doerr, 1996).
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Learning is also a motivation for forming inform@lationships, such as trade and
professional associations (Mariolis and Jones, 1982

Simply put, organizational leaning theory is a rpéta for a group learning
phenomena (Cornelissen, 2005). The organizationelsed as a social system that
learns by individuals (Easterby-Smith, 1997). lieand March (1988) have pointed
out that this theory originated from three phenoaerthin the organization. First, an
organization exhibits behavior based on routineso8d, an organizational routine is
a result of past experience. Last, the routineahgsal.

Organizational learning theory carries two impotrtassumptions (Grant,
1996). First, knowledge is pervasively embeddethiwia firm's production functions.
Second, organizational knowledge includes botht taed explicit forms. The tacit
form resides within employees and processes; tipdicéxform resides within the
documents of the organization. This theory operatedour basic, yet important,
constructs (Huber, 1991). The knowledge acquisitonstruct is a process for the
acquisition of new knowledge. The knowledge disitikn construct is a process for
the distribution of new knowledge and integratidnnew knowledge with current
knowledge. The knowledge interpretation constraca iprocess for the provision of
the meaning of knowledge in the context of the pizgtion. Last, the organizational
memory construct is a means of storing knowledge.

Organizational learning theory is widely utilizedl the context of the IOR.
The relationships enable an organization to acodss sources of knowledge (Yli-
Renko et al.,, 2001). Two sources are availabletlier organization (Podolny and
Page, 1998) First, the organization accesses kagel&éom its partners; second, the
organization utilizes its network of relationshigs a source of knowledge creation.
However, the learning outcomes from these two ssudepend on the social context
of the relationship (Inkpen and Tsang, 2005) arghoizational absorptive capacity
(Cohen and Levinthal, 1990). The main contributioh this theory to inter-
organizational relationship studies is:

Assumption 9: Organizations are encouraged to form relationship
others to learn new knowledge (Grant, 1996; Pow@put and Smith-Doerr, 1996).

Organizational theory has two shortcomings. Fitgg theory is very general
for organizational studies. A wide range of acadedisciplines have adopted this
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theory to suite their agendas, and this theorgastered throughout many disciplines.
Thus, it lacks a common vein (Easterby-Smith, 19%8cond, learning does not
always result in organizational improvements (Huld®91). The organization may
not realize the potentials of the knowledge or eayn irrelevant knowledge.

Table 2.1 Summarizes Major Organizational Perspectives ararT®ontribution to
the Studies of the IOR

Perspectives  Assumptions and Contributions

Open System  Organizations must continuously interact with their

Theory environments for survival (Kast and Rosenzweig, 319Katz
and Kahn, 1978).

Transaction Organizations engage in IOR to reduce uncertaiatysed by

Cost market failure, reduce costs associated with astaby a

Economics hierarchy" (Barringer and Harrison, 2000), and ease

operating efficiency (Williamson, 1985; Perrow, 099
Resource Organizations enter IOR to exert power or contralero
Dependence organizations that possess scarce resources im tydgll a
Theory perceived resource need (Barringer and HarrisadQ0
Contingency Organizations enter IOR to manage environmentakudainty
Theory and reduce risks and the fit between an organizagiod its

environment must be adequate for survival (Lawreacel

Lorsch, 1969; Pfeffer, 1981).
Organizational Organizations enter an IOR to share information essburce,

Ecology promote common interests, or seek solutions to comm
problems (Trist, 1983).

Institutional Organizations engage in IOR for social resourceklegitimacy

Theory to increase the chance of survival (DiMaggio anavélh 1983;

Oliver, 1990a; Alter and Hage, 1993; Suddaby anee@Gwood,
2005).
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Table 2.1 (Continued)

Perspectives  Assumptions and Contributions

Strategic Organizations develop IOR to secure competitiveaathges in

Choice the form of either market-power, idiosyncratic nese,
innovation, or social capital (Caves and Porter{/719Porter,
1980; Wernerfelt, 1984; Mowery et al., 1996; Powetl al.,
1996; Goes and Park, 1997; Nahapiet and Ghosh&8;19
Danneels, 2002; Holmqvist, 2004).

Stakeholder Stakeholder theory acts as a social guidance faragexs in

Theory recog nizing and managing networks of constituerid in
understanding that these constituents carry not enbnomic
resources but also social resources (Freeman, Fagt;et al.,
2002; Rowley and Moldoveanu, 2003; Fry and Polon2kgp4).

Learning Organizations are encouraged to form relationshipis others

Organization to learn new knowledge (Grant, 1996; Powell, Kognud Smith-
Doerr, 1996).

2.4 Reasons for Organizations Setting up IOR

Much of this section focuses on the reasons for f@®Ration, which in turn
suggest criteria for assessing their success. QIM@0b) presents these reasons as a
set of critical contingencies that motivate orgatians to enter into relationships with
others and set conditions around those relatiosshipese include necessity (the need
to meet legal or regulatory requirements), asynynitie potential to exercise power
over another organization or its resources), recipy (the pursuit of common or
mutually beneficial interests), efficiency (the de® improve internal cost-benefit
ratios), stability (the need to reduce environmienteertainty), and legitimacy (a
need to demonstrate or improve reputation or gekti Oliver (1990b) also states
that each of the determinants may be a separatsudficient cause for collaboration.
However, the decision to collaborate with otheramigations is usually based on

multiple contingencies. Some of the factors thatessitate collaboration are:
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pursuing common or mutually-beneficial goals an@énests; reducing environmental
uncertainty; mutual interdependence; legitimacgpgfmented jurisdictional structure;
meeting necessary legal or regulatory requiremeatsl resource scarcity. This
section will provide a summary of these motivatorsorganizations to enter IORs.

2.4.1 Organizational Goals

While examining the motives for collaboration, purgg common or
mutually-beneficial goals and interests comes umédiiately. Schermerhorn (1975)
identifies organizational goals as a motivator uaficing inter-organizational
collaboration. He hypothesizes that when orgaromatrecognize some mutual needs
or purposes, and organizational domains are nditsenissues, inter-organizational
collaboration becomes more likely. Oliver (1990b)eees. Based on an integration of
the inter-organizational relations literature frdi@60 to 1990, she determined that
reciprocity is a critical contingency that motivaterganizations to collaborate in
order to pursue common or mutually-beneficial g@ad interests.

The reciprocity model of inter-organizational reat is theoretically rooted
in exchange theory. One of the assumptions of whaglel is that collaboration
“typically will be characterized by balance, harmprequity, and mutual support,
rather than by coercion, conflict and dominatiddotential partners to an exchange
will anticipate that the benefits of forming a lade far exceed the disadvantages,
particularly the loss of decision-making latitudelahe cost of managing the linkage”
(Oliver, 1990hb: 245).

2.4.2 Environmental Uncertainty

Another factor mentioned by most authors as matigatollaboration is the
desire to reduce environmental uncertainty (Schaormt al., 1981; Provan, 1982;
Gray, 1985; Weiss, 1987; Borys and Jemison, 1988yironmental uncertainty may
be caused by resource dependency relationshipsa®rd982; Borys and Jemison,
1989) or by task environments, which are definedvlo§ford and Rogers (1982: 10)
as “the organizations, groups and persons with lwtdo organization interacts
directly.” Oliver (1990a) describes this as stapitontingency. Collaboration helps
organizations to forestall, forecast, or absorbeutainty and to achieve an orderly,
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reliable pattern of resource flows and exchangeshe private sector, collaborating
can reduce environmental uncertainty in four wadyarizontal coordination linking

competitors; vertical coordination linking an orgaation with suppliers of inputs or
receivers of outputs; expertise; and enhanced agpat(Schoorman et al., 1981).

2.4.3 Mutual Interdependence

Collaboration as a way of responding to environmleahcertainty has been
discussed above. Mulford and Rogers (1982) sudhastncreased interdependencies
lead to a greater need for intra- and inter-org#tional collaboration. Gray (1989:
27-29) states that “Under turbulent conditions aigations become highly
interdependent with others in unexpected but inequential ways, turbulence cannot
be managed individually because disruptions antt taises cannot be adequately
anticipated or averted by unilateral action ... |&mbration offers an antidote to
turbulence by building a collective capacity toued the unintended consequences ...
and increase variety in organizations repertoire redponses to environmental
change.”

Owen (1998: 129) agrees that parties choose talmihte because they
realize the interdependence in their goals and“treg party cannot get what it wants
without the support or action of the others. Unglad the process is the assumption
that by working with the other parties to solveoafily defined problem, each party
will gain more than it could by relying on other tineds of influencing public
policy.” Gruber (1987) believes that to do theibgowell bureaucrats that work in
interdependent environments need to collaborate thidse officials whose work both
affects and is affected by theirs.

Halpert (1982) finds support in the literature tbe idea that awareness by
leaders of at least the partial interdependenctha&f organizations is a necessary
prerequisite for collaboration. In addition to hayisimilar interests, organizations
“must perceive the need for some type of immedjaiet endeavor to fulfill an
organizational goal” (Halpert, 1982: 57). Exchantpeory identifies the mutual
dependence created when private organizationdferelt sectors require goods and
services from each other. The dependence upon et may be for scarce
resources (Alter and Hage, 1993) or for analytiobbrmation, such as simulation
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models and databases that agencies have to sleel@95). Gray (1989) states that
local, state, and federal agencies are dependen¢asch other for information,
resources, and policy decisions, making it impdssitor any agency to act

unilaterally.

2.4.4 Legitimacy

Oliver's (1990a) legitimacy contingency posits tlaganizations enter an
inter-organizational relation to enhance organaratl legitimacy, and to justify their
activities or outputs. This is the view of institutal theory. Organizations seek to
increase their legitimacy to improve their repwtatiimage, prestige, or to conform
with prevailing norms in their institutional envimment. Weiss (1987) also believes
that satisfying norms and values and obtaining ldiged advantage are motives for

public agencies to cooperate.

2.4.5 Meeting Necessary Legal or Regulatory Req@ments

Organizations sometimes cooperate in order to nmeeessary legal or
regulatory requirements that are mandates from enigtuthorities (Weiss, 1987;
Oliver, 1990a). When a powerful extra-organizatldnace demands collaboration, it
is more likely to happen (Schermerhorn, 1975). Base case studies of local school
districts, Weiss (1987: 109) concludes, howevat tlegal mandates, standing alone
without the reinforcement of political consensundard procedures, preexisting
relationships, systematic enforcement or sharedahmwodes, may be too weak to
overcome the obstacles to cooperation.”

Halpert (1982) argues that when agencies are mashdatcollaborate they are
caught in a situation in which they are particylarlinerable to organizations that are
more powerful in a hierarchical system—such asgthwernment. If they collaborate,
they may lose their autonomy and create disturbanteeir organization; if they do
not, they may not survive because of their depecglepon society for legitimacy.

2.4.6 Resource Scarcity
There is agreement in the literature that resowcarcity will induce
organizations to seek out or be receptive to iatganizational collaboration
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(Schermerhorn, 1975; Weiss, 1987). Gruber (1988) HBgues that agencies need
cooperation “when they do not command all the resEsinecessary for the success
of their technology.” Dispersion of control oversat resources makes cooperation
necessary. Halpert (1982) deduces from a survélyediterature that the prime factor
motivating interagency collaboration is the questdurvival by an organization. He
argues that an organization will voluntarily colbahte when faced with the threat of
resource loss among other things (i.e. autonomytaskl and power domains) as a
result of prevailing market and environmental ctinds. Another situation that
prompts organizations to collaborate for survigaia forestall or prevent future crises
when organizations look for areas of expansioreims of resources, power, or task
domains.

Oliver (1990a) takes a different position with lasymmetry contingency and
argues that resource scarcity might not motivatgamizations to collaborate as
expected. On the contrary, scarcity may prompt riggdions to try to exert power,
influence, or control over other organizations tlwantrol the required scarce
resources. This power approach to collaboratiotestdnat one organization may be
motivated to enter a collaboration with a finandéretitution to be able to control the
capital resources and to have more power than aifganizations competing for

financial resources in the same area.

2.5 Types of Inter-Organization Relationship

Rule, Ross and Donougher (1999) have stresseathéhfat the starting point
for any successful alliance is to match a compapyidosophy and objectives with
the correct form of the relationship. Gulati (199%r example, has argued that an
anticipated transaction cost determines the typeoofract used in an alliance. Two
major types of IOR have been mainly identified e titerature, technological and
marketing (Das, Sen and Sengupta, 1998). Techwaloglliances involve
cooperation in upstream value chain activities,hsas research and development,
engineering, and manufacturing, where marketingraies involve cooperation in

downstream value chain activities, such as sals$ildition, and customer service
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(Hagedoorn, 1993). Prior research has reportece mpportunities of success in
technological versus marketing relationships (Sdmeaal., 1998).

According to the intensity or formalization in thelationship, Klonglan,
Warren, Winkelpleck and Paulson (1976) identifieghetypes of IOR: 1) awareness
of the existence of another organization, 2) actjaace between organizations, 3)
personal interaction between organizations, 4)riédion exchange, 5) resource
exchange or bargaining of funds, materials, or qersl, 6) overlapping board
membership or cooptation of staff or members, ifjtjprograms or coalition to plan
and implement activities, and 8) written agreemeotsshare activities between
organizations.

Lorange and Roos (1993) have identified the follayitypes of IOR: 1)
informal IORs, 2) formal IORs, and 3) joint ventsireJoint ventures could be added
to Klonglan et al.’s (1976) list as the last legébrganizational relationships.

The IOR is has also been classified as voluntarynandated (Hall, Clark,
Giordano, Johnson and Van Roekel, 1977). Wherelastary refers to relationships
where organizations freely choose to participatangated relationships are those in
which there is limited choice. Mandated relatiapshinvolve laws or regulations
specifying the obligation to cooperate.

The strategic value of the IOR is found in therétare concerning alliances
and whether they are of a strategic nature or n&egil (1998) has divided
relationships into being either strategic or tadtidiowever, she stressed that the
concepts “strategy” and “tactics” in business arerosed and under-explained. Das
and Teng (1998) discussed the differences whewnies to classifying precisely what
types of cooperative arrangements can be termeategic alliances. Some
researchers maintain that virtually all kinds demorganization arrangements should
be call strategic alliances (Borys and Jemison9188i and Slocum, 1991; Forrest,
1992; Murray and Mahon, 1993; Stafford, 1994). édtlesearchers consider strategic
alliances as only referring to those deals in whioh parent firms are tied to each
other in a substantive manner, i.e. long-term dépendence, shared control, and
continued contributions by the partners.

In addition, Roberts (2004) places types of IORhgla continuum that ranges
from the loosest form of collaboration, on the lgffthe diagram in Figure 2.1, to the
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tightest. At the looser end of the spectrum arditomas. They usually have the least
structure, often relying only on terms of refereaoel a decision-making process, and
are apt to be used for advocacy purposes. A ldfle loose, perhaps, are partnerships,
which Oshry (2007), author of Seeing Systems, dsfias “A relationship in which
we are jointly committed to the success of whatg@recess we are in.” The term is
particularly favored by governments and can includgthing from organized
consultation processes to service delivery parhiesscontrolled by contractual
agreements.

Generally, a business uses the term strategimedljawhich also falls about
midway on the continuum. A strategic alliance ilves at least two partner firms that
remain legally independent after the alliance isnfed. They share benefits and
managerial control over the performance of assigiastts and make continuing
contributions in one or more strategic areas, sisctechnology or products (Roberts,
2004).

Joint Venture or

Alliances Consortium

A 4

Coalitions Partnerships

Figure 2.1 Types of IOR
Source: Adopted from Roberts, 2004.

According to Roberts (2004), in any of the aboueiations, once a clear
purpose or common goal is identified involving ghtly-focused service or a
structure to share administrative functions, thgaarzations need to formalize an
agreement regarding partner contributions and comemt of resources. Then the
IOR is more likely to use the term joint venture @ynsortium to describe the

formalized agreement and organizational infrastmgct Partner organizations still
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remain autonomous, with separate decision-makirggdsoand administrations, but
the IOR is operational in handling a particularibass function.

Another classification of the IOR focusing on sherm and long-term
relationships is Beamish and Banks’ (1987) viewsbbrt-term relationships as
transitional in nature and also demanding quick @mmgjible results. Das and Teng
(1998) have also argued that long-term orientafwavides the need for good
working relationships, whereas a short-term origoastresses prompt results that
vitalize the relationship.

Finally, with regard to the analysis levels in 8tady of the IOR, Hall (1991)
states that there are three basic forms of IORs:

1) dyadic linkages, which refers to two organizasionteracting with
one another to form an IOR;

2) the organizational set, which is the sum totalyadic linkages that
one focal organizational maintains. This is theoacset, which is comprised of a
group of organizations formed in a temporary attefor a limited purpose; and

3) the Inter-organizational network, consisting af organizations
linked by a specified type of relation and congiedcby finding the ties between all
organizations in a population.

This research classifies the IOR as tactical orketarg (Hagedoorn, 1993) if
it is intended to be for a short term, or mainlgdsing on capturing value (Lubatkin,
1983), for defensive reasons aiming at enhancingsahdifying an existing operation
or market position, or realizing economies of ssal®hmae, 1989). This work
classifies the IOR as strategic or technologicadétioorn, 1993) if they are intended
for a long duration, for creating value (Salter amginhold, 1979; Porter, 1985;
Chatterjee, 1986; Walter and Barney, 1990; Pab®®4), enhancing efficiency or
core competencies (Sheth and Parvatiyar, 1992praoffensive reasons seeking to
create new markets or setting industry standards (1993; Lorange and Roos, 1993;
Murray and Mahon, 1993). In addition, based on dbetinuum ranging from the
loosest form of collaboration (Roberts, 2004),tsfga alliances and partnerships are
most appropriate for this study of the IOR betwa&atnamese and Thai travel
companies, as they can be strategic alliances Harirgy benefits and managerial
control over the performance of assigned tasksnaakie continuing contributions in
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one or more strategic areas, such as technologyramtucts (Roberts, 2004) and
tourist services. They can also be partnershiagittiey are jointly committed to the
success of whatever process they are in (Robdd®})2 And finally, only dyadic

linkages involving Vietnamese and Thai travel comes will be examined. These
two organizations interact with one another to famIOR. This IOR is also the

major dyadic linkage within a travel company’s argational set.

2.6 Success of Inter-Organizational Relationship

In the tourism industry as a whole and particulanlthe travel business, the
establishment of cooperative relationships witheotbrganizations is increasingly
regarded as a crucial factor for organizationafggerance and survival (Child and
Faulkner, 1998). Indeed, IOR management is becomitgntral research paradigm in
the literature covering travel and tourism managem@n the whole, it is argued that
when used under the appropriate circumstances awdoemental conditions, the
IOR will be successful (Harrigan, 1985, 1988). Hoer a large percentage of these
relationships do not succeed even when their areadeemed to be appropriate.
Given this inconsistency, determining and undeditanthe factors associated with
successful IORs is a valuable research objectideoae which this study addresses.

According to Medina-Munoz and Garcia-Falcon (2000R success refers to
the overall evaluation of the relationship. It ¢ans be defined as the generation of
satisfaction by the parties involved in it as autesf the achievement of performance
expectations. However, there are two distinct apgnes to the concept of IOR
success. One approach (Van de Ven and Ferry, ¥98(&rson, 1990) associates the
term IOR success with participants' overall satisfm with the relationship.
Satisfaction refers, in this case, to an orgaronipositive experience as regards its
partners' ability to obey rules and to fulfill pgmhance expectations (Anderson and
Narus, 1990; Biong, 1993). A second approach (NangsAnderson, 1987; Johnston
and Lawrence, 1988) defines IOR success as a tptargi measure of the mutual
benefits that participants reap from the relatigmsiSpecifically, an IOR s
considered to be successful according to how ftdlybjectives have been satisfied.
This study takes both approaches to explainingtmeept of IOR success.
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With regard to the factors contributing to the sssxcof the IOR, two main
streams of research can be identified in the exjstiterature, depending upon
whether or not the relationship is already bulBeveral models have been proposed
for successful IOR formation (Devlin and Bleackl@@88; Lynch, 1992; Pekar and
Allio, 1994). An overview of such models leads ieffactors: 1) the participation in
an IOR, compared with other alternatives (sucmssrmal development and going to
the open market for a particular transaction), &hdoe suitable for the focal
organization; 2) a particular organization shoukl dareful in choosing potential
partners; 3) an operative plan for the IOR showdstablished; 4) potential partners
should negotiate overall IOR conditions; and 5)tipgrants should choose an
appropriate structure and legal status for theiogighip.

Once the system is formed, another set of facteesns to determine the
successful evolution of any IOR, which is the objexof this study—to identify the
factors or determinants that are associated wghl®R success. The first group of
researchers consists of Anderson and Narus (1989se researchers have presented
a model which includes efforts to resolve interasmgational conflicts, coordination
measures, the influence of a given partner firnr ¢ive rest of the partners, influence
over a partner firm, and assessment of the regolts the relationship in comparison
with expectations based on present and past exrgeriwith similar relationships.
These factors are influenced, according to the ssmoece, by partners' trust in the
IOR, inter-organizational communication, and relatilependence.

In addition, Bucklin and Sengupta (1993) have dmvetl a model for
organizing successful co-marketing alliances, wisctomprised of the presence of a
power balance, the extent of inter-organizatior@ifiect in the relationship, how
beneficial the relationship is, partner compatipiland prior history of business
relations, and other variables such as the ageh@fl®OR and turbulence in the
environment.

Furthermore, Morgan and Hunt (1994) claim that ecessful IOR requires
participants’ commitment to the IOR and mutual trughey also found that inter-
organizational communication contributes to trustl &ommitment. Finally, Mohr
and Spekman (1994) developed a more precise modehvsets out those IOR
characteristics which make them successful. Spedl§i they suggest three sets of
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behavioral characteristics as determining factdrsuxcess: attributes of the IOR
(commitment, trust, coordination, and interdepedgncommunication behaviors
(communication quality, information exchange, aadipipation in decision making),
and techniques utilized to resolve conflicts.

In addition, many other researchers around thedalmaive struggled to define
the constructs of IOR success, and many studies léad to relate a group of
dependent variables and test multiple hypothesethdéoconstruct of success or
performance of the IOR. While some research didfuldy operationalize success
(Parkhe, 1991; Kanter, 1994; Vyas et al., 1995nkeh Whipple and Frayer, 1996;
Das and Teng, 2000), others developed formal etratuariteria based on specific
attributes (Mohr and Spekman, 1994; Dussauge amtetBg 1995; Medina-Munoz
and Garcia-Falcén, 2000).

Some researchers, especially those motivated blyahsaction cost economic
or resource dependence, have considered the falamgpacts. Measurements such
as firm valuation and stock prices have been medstollowing the financial
announcements of involed firms. Asquith, Bruned aviullins (1983) studied
performance-using assets, Haspeslagh and Jemi9@1)(assessed performance by
using earnings, Reuer and Miller (1997) used pabfitty, Mohr and Spekman (1994)
used dyadic sales and satisfaction of performampeatations, and Newburry and
Zeira (1999) used growing market shares and megpirgdits targets. Other
researchers, including Lambert et al. (1999), swidieduced damage claims, and
finally Dussauge and Garrette (1995) evaluated avgul quality.

The second group of researchers has studied |IOBrp@mnce using other the
factors like longevity, stability, and survivabyliof the relationship. These factors
were considered as the key indicators of the IORcess. Beamish (1987),
Haspeslagh and Jemison (1991), and Garette, DussanagMitchell (2000) assessed
IOR performance using longevity, or stability. Hgan (1988) measured IOR
performance on the basis of joint venture duraaod survival, and Kogut (1988)
used joint venture stability to approach the issfiedlOR performance. Finally,
Medina-Munoz and Garcia-Falcon (2000) measured I€2Rcess through two

indicators: overall success (generation of satigfacby the parties involved in the
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relationship as a result of the achievement of querdnce expectations) and
satisfaction with marketing supports.

The last group of researchers has defined perfaenas the degree of
appreciation of and satisfaction with the relatlups These included goal
achievement (Deeds and Hill, 1996), satisfactioha(®dasani and Sheth, 1995),
meeting stakeholders’ expectations (Newburry andaZ&999), partner relationships
including trust and harmony (Kotabe et al., 200@eD Kale and Singh, 2001) or
improved operating procedures, support of core nass, and customer services
(Sankar et al., 1995). The degree of satisfagi@n indication of overall approval or
contentment with the IOR (Gaski and Nevin, 1985atisfaction is the “positive
affective state resulting from the appraisal of afipects of a firms’ working
relationship with another firm” (Anderson and Naruk984). In the dyadic
relationship, satisfaction is typically assessedm@s participant’s evaluation of the
other trading partner’s fairness and reliabilitywr and Oh, 1988). The evaluation
also extends to the quality of the product/servegsplied by the trading partner and
the policies and procedures that govern the dy&titionship (Dwyer and Oh, 1988).

This study adopts different success measures ferdyadic relationship
between Vietnamese and Thai travel companies. I@Ress in this study refers to
the participants’ overall positive satisfaction wilOR performance (Anderson and
Narus, 1990; Biong, 1993; Medina-Munoz and Garakdn, 2000) and the mutual
economic benefits that participants reap from #lationship (Narus and Anderson
1987; Johnston and Lawrence, 1988; Haspeslagheanigidn, 1991; Asquith, Bruner
and Mullins, 1993; Mohr and Spekman, 1994; ReudrMiiler, 1997; Newburry and
Zeira, 1999). A comprehensive examination of tleelels and measuring approaches
of IOR presented previously, together with othedsds related to determining overall
factors for the successful IORs, led to the idardtfon of the important factors that
contribute to a successful IOR: inter-organizatidnast (Morgan and Hunt, 1994),
commitment to the IOR (Morgan and Hunt, 1994), mdeganizational
communication (Anderson and Narus, 1990), interddpece (Anderson and Narus,
1990), IOR coordination (Narus and Anderson, 198@rgan and Hunt, 1994; Mohr
and Spekman, 1994), IOR participation (Devlin aniéaBkley, 1988; Mohr and
Spekman, 1994), IOR conflict resolution (Duetsc®64; Thomas, 1976; Cummings,
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1984; Dwyer et al., 1987; Anderson and Narus, 1996hr and Spekman, 1994),
formalization in the IOR (Scott, 1987; DahlstromdaNygaard, 1999), flexibility in
the IOR (Gibson, Rutner and Keller, 2002), impoctaof the IOR (Hall et al., 1977;
Whetten and Szwajkowski, 1978; Hall, 1991; Bucklmd Sengupta, 1993), frequency
of interaction (Mayhew’s, 1971; Hall, 2005), orgeational compatibility (Van De
Ven and Ferry, 1980; Ruekert and Walker, 1987; Bocknd Sengupta, 1993), and
age of the IOR (Van De Ven and Ferry, 1980; Rueard Walker, 1987; Bucklin
and Sengupta, 1993). In addition, four intervenwagiables are included in the
models of this research: marketing supports inl®e (Morgan and Hunt, 1994),
financial benefits of the IOR (Medina-Munoz and GarFalcon, 2000), business
success of the IOR (Narus and Anderson, 1987; damrad Lawrence, 1988), and
relationship performance satisfaction with the I@®derson and Narus, 1990;
Biong, 1993). Each of these factors is exploredepth in the following section.

In order to fully test the main hypothesis of tlesearch, three separate sub-
hypotheses will be tested, as follows:

H;: There are variances in overall IOR success taatbe explained by trust
in the IOR, commitment, interdependence, coordamati communication,
participation, conflict resolution, formalizatiom ithe IOR, flexibility in the IOR,
importance of the IOR, organizational compatibjlifrequency of interaction, and age
of the IOR.

Hsa There are variances in overall IOR success that ly explained by
marketing supports in the IOR, the financial besadif the 10R, business success of
the IOR, and relationship performance satisfactvih the IOR.

Hgy: The factors of marketing supports, financial besebusiness success,
relationship performance satisfaction, and otheependent variables directly and

indirectly affect overall IOR success.
2.7 Factors Determining IOR Success
Many researchers have devoted a great amount ednesto understanding

the role that social behavioral and relational peses play in forging robust and
enduring partnerships that can withstand the ausfland difficulties that will
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inevitably arise (Kanter, 1994; Doz and Hamel, )99Bome research have examined
the constructs, including trust (Gabarro, 1987), meotment, recognized
interdependence, and levels of communication,gbate as antecedents to successful
alliance formation (Park and Russo, 1996; Nootebainal., 1997). Mulford and
Rogers’ (1982) typology of collaborations includeoperation, mutual adjustment,
alliance, and corporate strategies. Six dimensiohgollaborative initiatives are
examined to decide which one of the three strasegiparticular case represents: 1)
rank of the participating agency representativgsgderee of formalization in the
collaboration, 3) level of resource commitmenthe tollaboration, 4) focus of power
in the collaboration, 5) focus of control in thellaboration, and 6) focus of
collaboration goals. Gould, Ebers and Clinchy @%%ave addressed anxiety, social
defense, and the management of mutual depende@edati and Garguilo (1999)
studied the level of interdependence between partmeumber of prior indirect
alliances between both parties, and level of stmattdifferentiation. Saxton (1997)
studied prior affiliation, shared decision makiragnd similarities between partners.
Kogut (1988) also studied the distribution of ovst#p and control. Finally, a great
amount of the literature on partnership charadtesishas been devoted to the
concepts of fitness and compatibility (Porter, 198®ickson and Weaver, 1997,
Harbison and Pekar, 1998). This section explomesdepth, all of the factors
theoretically considered as determinants of IOR caesg, including inter-
organizational trust, commitment to the IOR, inbeganizational communication,
IOR coordination, IOR participation, IOR conflicesolution, formalization in the
IOR, flexibility in the IOR, importance of the IORfrequency of interaction,

organizational compatibility, and age of the IOR.

2.7.1 Trustinthe IOR

Trust is defined as the behavioral intention oflimghess to rely on an
exchange partner in whom one has confidence (MoagdnHunt, 1994). Trust is the
critical determinant of a good relationship (Dwy&churr and Oh, 1987; Han, Wilson
and Dant, 1993; Ganeson, 1994; Morgan and Hun®4)198%owever, trust between
firms does not occur automatically (Hakansson armbt®/ 1979). Decision makers
must first convince themselves of their partnetslity, reliability, and integrity.
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Experience with the channel partner breeds trusty@®, Schurr and Oh, 1987) and,
over time, the accumulation of trust leads to betemmunication between the
respective firms (Anderson and Narus, 1990) anddinelopment of cooperative
behaviors that are more conducive to the long-tetmcess of the relationship
(Morgan and Hunt, 1994).

Trust reflects the extent to which IOR negotiatiare fair (Anderson and
Narus, 1990), as well as the belief that participanill fulfill their commitments
(Anderson and Weitz, 1989). As a result, interamigational trust exists during the
creation of the relationship and should be suffiti® ensure a correct negotiating
procedure. Once the IOR is established, this ¢émaf confidence should be
maintained and increased in order to guarantestadaand successful relationship
(Barney and Hansen, 1994; Ganesan, 1994; Mohr aeingan, 1994; Morgan and
Hunt, 1994; Williamson, 1985).

Trust as a determinant of successful IOR has redespecial attention by
resource-based and transaction cost theory. Frorasaurce-based perspective,
intangible resources such as reputation and trutimess are scarce, complex, and
difficult to market and imitate, thereby being atlmiitors to performance differences
among organizations (Rao, 1994). Bearing in mirad ttust decreases the probability
that participants in an IOR behave in an opportinigay, the transaction cost theory
would conclude that trust minimizes the transactosts inherent in any relationship
and, as a result, makes the arrangement more tattracFurthermore, Williamson
(1985) claims that trusting relationships are dableonfront stressful situations much

better and are also more flexible.

2.7.2 Commitment to thelOR

Commitment is definedhs an exchange partner believing that an ongoing
relationship with another is so important as to ramrr maximum efforts at
maintaining it; that is, the committed party beksuhe relationship is worth working
on to ensure that it endures indefinitely (Morgard eHunt, 1994). In addition,
commitment refers to the willingness of the tradoagtner to exert an effort on behalf
of the relationship (Porter et al., 1974). It seigfg a future orientation in which
partners attempt to build a relationship that caatwer unanticipated problems. A
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high level of commitment provides the context iniebhboth parties can achieve
individual and joint goals without raising the sfgecof opportunistic behavior (e.g.,
Cummings, 1984). Because more committed partndrexert effort and balance
short-term problems with long-term goal achievemaéigher levels of commitment

are expected to be associated with partnershipesa¢éngle and Perry, 1981).

2.7.3 Interdependence

Interdependence refers to a partner's perceptiats afependence relative to
its partner’s dependence on the relationship (Asateland Narus, 1990). As firms
join forces to achieve mutually-beneficial goalbeyt acknowledge that each is
dependent on the other. This perspective flomsctly from an exchange paradigm
(Cook, 1977). Interdependence results from aiogiship in which both companies
perceive mutual benefits from interacting (Levimal &Vhite, 1962) and in which any
loss of autonomy will be equitably compensated ublo the expected gains
(Cummings, 1984). Both parties recognize thatatieantages of interdependence
provide benefits greater than either could attaiglg.

According to Bresser (1988), organizational intpefedence exists whenever
one organization does not entirely control allre tonditions necessary for achieving
a desired action or outcome (Pfeffer and Salari®k8; Bresser, 1988). In addition
to environmental movement, interdependence canec@usblems with decision-
making uncertainty for focal organizations. Thiscars because the success of
activities chosen by any interdependent organinatepends on the activities selected
by other organizations. Consequently, an interdéeet organization may need to
consider other organizations’ actions, and it fadession-making uncertainty if it is
aware of its interdependence and has difficultiesantrolling the activities of other
organizations. Decision-making uncertainty is midstly to be perceived among
horizontally-interdependent organizations operatmgligopolistic markets. Under
these conditions all organizations are aware daf thatual interdependence and have
considerable difficulties in controlling each otsebehaviors as they compete with
one another for market share (Pennings, 1981; Famdmmd Astley, 1983).

In addition, Mohr and Spekman (1994) suggest that successful IOR
exhibits high interdependence among partners (thafpartners perceive mutual
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benefits from interacting). However, these auttdidsnot find empirical evidence in

the relationship between manufacturers and degleh& personal computer industry.

2.7.4 Coordination of the IOR

Coordination is viewed as a legitimating mechanis®ad by those involved to
divide up the territory and mutually work to preveime entry of competition, and to
dampen costly innovation (Rogers and Whetten, 1988)addition, coordination is
also defined as the process by which participangilOR seek to work together in a
joint effort (Narus and Anderson, 1987; Morgan ahaht, 1994) based on a set of
tasks that each partner expects the other to peifglohr and Spekman, 1994).

Coordination is related to “boundary definition areflects the set of tasks
each party expects the other to perform” (Mohr &mpkman, 1994). Narus and
Anderson (1987) suggest that successful workingnpeships are marked by
coordinated actions directed at mutual objectivest tare consistent across
organizations. Further, Pfeffer and Salancik (39%8/e suggested that stability in an
uncertain environment can be achieved via greatamrdmation. Just-in-time
processes fail, production stops, and any planneduath advantage cannot be

achieved.

2.7.5 Communication in the IOR

Communication is defined as “the formal as well ia®rmal sharing of
meaningful and timely information between firms”’n@erson and Narus, 1990). In
order to achieve the benefits of collaboratione@iflre communications between
partners are essential (Cummings, 1984). Commuoicaaptures the utility of the
information exchanged and is deemed to be a kagantiof the partnership’s vitality
(Mohr and Spekman, 1994).

Inter-organizational relationships are utilizingttee information to facilitate
the ability to plan more strategically and respamate successfully to the demands of
the partner nowadays. In the supply chain, thiitalio plan key variables, such as
the capacity of the supplier, through good infoiioraprovided by the buyer, creates
a better and more efficient chain which benefitthijparties (Chapman and Carter,
1990; Meredith, Raturi, Camm and McCutcheon, 1990)is quality information
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exchanged between the partners plays a key rolehén relationship and the
performance of the supplier.

Good information, or information quality, is vitéh organizational success
(Huber and Daft, 1987). For this study, the dé&bni of information quality or
quality communication is the degree to which théorimation that the individual
organization receives from the other organizatisnaccurate, timely, adequate,
complete, and credible (Daft and Lengal, 1986; Huapel Daft, 1987; Monczka et al.,
1998). Effective communication through the avaligbiof information is a vital
component of collaboration through cooperation. t&mv (1965) found that
information must be systematically available foe #ffective completion of required
tasks. Not only is information exchange necessaryplerformance, but Schuler
(1979) finds support for increases in satisfactidren information is systematically
available within an organization. In examining eblbrative relationships, Devlin and
Bleackley (1988) found that the exchange of quatifgrmation predicts the success
of a partnership.

2.7.6 Participation in the IOR

Participation is defined as partners in an IOR wagktogether to plan all
related activities (Mohr and Spekman, 1994), as astaking part in major decisions
(Devlin and Bleackley, 1988) and in goal settirRarticipation refers to the extent to
which partners engage jointly in planning and gseiting. When one partner’s
actions influence the ability of the other to effeely compete, the need for
participation in specifying roles, responsibilitieand expectations increases.
Anderson, Lodish and Weitz (1987) and Dwyer and(T¥88) suggest that input on
decisions and goal formulation are important aspeaft participation that help
partnerships succeed. Driscoll (1978) also fouhalt tparticipation in decision-
making is associated with satisfaction. Joint piag allows mutual expectations to
be established and cooperative efforts to be spdcif
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2.7.7 Conflict Resolution in thdOR

Conflict is defined as the disagreements betwetar-organizational relation
participants (Dwyer et al., 1987). Conflict resaut includes the following
techniques: joint problem solving (Thomas, 1976,m@ung, 1984), persuasion
(Duetsch, 1969), domination (Mohr and Spekman, }98diation (Anderson and
Narus, 1990), internal resolution (Assael, 1968) smoothing (Ruekert and Walker,
1987).

According to Mohr and Spekman (1994), conflict ofexists in the IOR due
to the inherent interdependencies between partiésen that a certain amount of
conflict is expected, an understanding of how scehflict is resolved is important
(Borys and Jemison, 1989). The impact of confiéstolution on the relationship can
be productive or destructive (Assael, 1969; Deytd@69). Thus, the manner in
which partners resolve conflict has implicationsgartnership success.

In some partnerships, the method of conflict resmiuis institutionalized, and
third party arbitration is sought. While such natin can be helpful in producing
beneficial outcomes (Anderson and Narus, 19903rma solution (i.e. not relying on
outside parties) shows a greater promise of long-wiccess (Assael, 1969). While
outside arbitration may be effective for a pari@geutonflict episode, ongoing use of
arbitrators may indicate inherent problems in glatronship.

Other conflict resolution techniques (e.g., smaaghi over or
ignoring/avoiding the issue) are somewhat at oddh whe norms and values
espoused in more successful strategic partner§Ripekert and Walker, 1987). Such
techniques do not “fit” the more proactive toneagbartnership in which problems of
one party become problems affecting both partf&es.a result, smoothing or avoiding
fails to go to the root cause of the conflict asdds to undermine the partnership’s

goal of mutual gain.

2.7.8 Formalization in the IOR

Formalization refers to the degree to which rulessgribing behavior are
formulated, as well as the extent to which rolgossibilities are prescribed (Scott,
1987; Dahlstrom and Nygaard, 1999). Van de Verr§l%as defined formalization
as the extent to which rules and procedures gotrerrrelationship between inter-
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organizational partners. Similar definitions halveen offered in the marketing
literature. Dwyer and Oh (1988), for example, viBwmalization as the extent to
which goals, operational policies, and procedureseaplicitly defined.

In general, formalization refers to the extent thick rules, manuals, job
descriptions, and standard operating proceduregecan IOR (Hoffman, Stearns and
Shrader, 1990). For this study, the interest iswamk procedures and training,
standardization of tourist products and servicaslified tour guides, and clear
prescriptions of tasks between the two partners.

2.7.9 Flexibility in thelOR

Flexibility refers to the extent to which partnemsspond to requests for
changing circumstances (Gibson, Rutner and Ketlgd2). Much of the literature on
flexibility in alliances is not in terms of flexility in managing the relationship but
rather in terms of the option to enter and exitipalar commitments in the light of
changing circumstances (Harrigan, 1985).

While one can argue at a more general level abbet importance of
flexibility, there remains considerable ambiguitpdalack of empirical evidence
about: 1) the conditions that influence the extanflexibility in inter-firm alliances,
and 2) the performance implications of flexibilitAulakh and Madhok (2002) have
found that flexibility is strongly related to thegpormance of the relationship.

Flexibility in accommodating one another’s needefgrences, and opinions,
especially in dynamic environments, provides theedbr a smoother and more stable
relationship. It results in greater adaptabilidychanging circumstances and reduces
the likelihood of the relationship becoming asymectous with the environment.
Moreover, a more flexible relationship is also mtstcky.” Rather than rupturing or
resorting to costly contractual mechanisms in thgecof conflict, the relationship is
more resilient to the normal ebbs and flows thatrabterize inter-firm collaboration.
Differently put, there is a greater “band of toleza” characterizing the relationship
that enables the partners to ride out temporariogerof inequity (Madhok, 1995)
and to continue to engage in the mutual “give ake'tthat undergirds any successful

relationship. By thus reducing the cost associatiglll governing the partnership, and
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by enhancing the value that can be attained throligim (Dyer, 1997; Madhok and

Talman, 1998), such flexibility has important ingatiions for performance.

2.7.10 Importance of thdOR

The factor of importance of the relationship refeershe extent to which staff
members of an organization perceive that the wmalakiip is critical to the mission of
the organization (Hall et al., 1977; Whetten anav&kowski, 1978). According to
Hall (1991), IORs vary in their importance for timeracting organizations. Hall et
al. (1977) and Schmidt and Kochan (1977) have fedws this factor. A Hall et al.
(1977) study found that the importance of inte@ttias a strong predictor of the
frequency of interactions. The idea of importaoogtains two elements. The first is
the importance of another organization to the wadrthe focal organization, while the
second is the importance of the interaction itséifeither case, importance is a major
contributor to the generation of the IOR. Impodainas been examined at the dyadic
level and not at the set or network levels, butpghiern would appear to be the same.
Hall et al. (1977) reported that important intei@as are likely to lead to formalized

agreement among the organizations interacting.

2.7.11 Frequency of Interaction

Frequency of interaction refers to the number ohtacts or exchanges
between organizations, to be measured in relaboant organization’s total contact
with others in the relationship (Mayhew, 1971). cAing to Hall (1991), frequency
of interaction and intensity are sometimes viewgghosymously. This is
inappropriate, since frequency is a component oé thmansactions among
organizations, while intensity is a component of thesource flow among
organizations. While importance and frequencyaise closely associated, there is
not a necessary relationship between the proces&esnce-a-year budget meeting
may be more important than weekly casual contakttgyeneral, however, important
relationships are frequent relationships. Hallaét (1977) found that frequent
interactions were related to high levels of botlordmation and conflict. This
suggests that frequent interactions tend to invaleee elements of the organizations
involved than do infrequent interactions. Marf@&71), Aldrich (1979), and Van De
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Ven and Ferry (1980) all suggest that there isangtlinkage between frequency and
intensity. Frequent interactions contribute toghéened resource flows. Interactions
can have high or low frequency on the basis of malty exchange, formal

agreements, or mandates.

2.7.12 Organizational Compatibility

Organizational compatibility is considered as damaimilarity and goal
compatibility which have been found to enhance #dféectiveness of inter-
organizational dyads (Van De Ven and Ferry, 1980ekert and Walker, 1987).
Organizational compatibility reflects complementam goals and objectives, as well
as similarity in operating philosophies and corp®reulture (Bucklin and Sengupta,
1993).

Partner fitness and compatibility is an importameaa of research that
highlights partnership characteristics as an extian for alliance success (Porter,
1987; Mohr and Spekman, 1994; Dickson and Weaw@971Harbison and Pekar,
1998). Fitness research includes resource, sitategltural, and organizational
compatibility. All have been commonly used as datlors of the extent to which
relationships can succeed. Lubatkin (1983) andistemand Sitkin (1986) studied
strategic fitness and defined it as the congrueara® compatibility of objectives
justifying the need to get into a partnership. islimportant to notice that hidden
agendas and different objectives often contribotehe failure of the IOR. Segil
(1998) reported that in a survey of 200 firms imeal in alliances, 75 percent felt that
alliance failure was caused largely by an incontyplgy of corporate culture or
personality. As such, fit creates a level of “aogie comfort” (Datta, 1991; Pablo,
1994).

For the purposes of this study, organizational lainty is considered a
multidimensional construct consisting of partngrsiceptions of relative similarity in
the areas of organizational culture (i.e. normyyes beliefs, traditions), mission (i.e.
goals, purposes, motivation), structure (i.e. pdoces, methods, regulations,
technology), and status (i.e. prestige, markettposifinancial position) (Whetten,
1981).
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2.7.13 Age of the IOR

The age factor has been shown to be important emiqus research on the
IOR (Ruekert and Walker, 1987; Heide and John, 19%0s defined as a period that
would enable potential partners to judge their catiydities and develop necessary
personal relationships to augment their generallaiities (Van De Ven and Ferry,
1980; Ruekert and Walker, 1987; Bucklin and Sergup®93). Gray (1989) suggests
using the durability of the IOR as a factor affagtithe success of the IOR. This is
important because an IOR that does not stand #teoteime cannot be considered
successful regardless of its content or the prottessigh which it is reached. Leach
et al. (2002: 653) mention institutional longevayg a measure of success but warn
that “longevity (or time) can also be viewed asostoof cooperation rather than a

benefit.”

2.8 Intervening Factors of IOR Success

2.8.1 Marketing Supports in the IOR

Marketing supports refers to the support of all keting activities directed
toward establishing, developing, and maintainireyecessful relationship (Berry and
Parasuraman, 1991; Morgan and Hunt, 1994). In miakethe dominant issues that
researchers have been interested in are the impacercive and non-coercive uses
of power on conflict and satisfaction among orgatans linked in a channel of
distribution (e.g. manufacturers, distributors, Vesalers, and retailers).

Somnath et al. (1998) analyzed 119 strategic @diarformed from 1987 to
1991. The authors found that announcements ofmtdobical alliances enjoyed
greater returns in the stock market than marketilignce announcements. The
returns were inversely correlated with organizatlosize and profitability. This
means that investors perceived that larger orghaim capture fewer gains in
alliances while smaller partners in technologicliaaces appeared to benefit the
most. The authors argued that more profitable dilare less likely to capture the
benefits of strategic alliances and that more fabfe firms have potentially less to

gain from marketing alliances than from technolagadliances.
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In this study, in order to find out how much vadann the marketing supports
in the IOR can be explained by independent varsalaled which factors make a
significant contribution to predicting marketingpgorts gained through the IOR, the
hypothesis is stated as follows:

Hi: There are variances in marketing supports irl@#that can be explained
by trust in the IOR, commitment, interdependenamrdination, communication,
participation, conflict resolution, formalizatiom ithe IOR, flexibility in the IOR,
importance of the IOR, and age of the IOR.

2.8.2 Financial Benefits of the IOR

The financial benefits of the relationship refethe actual economic value of
the success of the relationship (Medina-Munoz aatti@-Falcon, 2000). According
to Marino (2000), partners are involved throughafioial participation or in-kind
contributions sharing costs among partners. Theafer sector brings greater
responsiveness to market trends, has a willingtes$s/ new tactics, as well drops
those proven to be ineffective, and generally exhé more entrepreneurial mentality
(Marino, 2000). For this study, a hypothesis wasnied to test whether any of the
independent variables affect the financial benefitde involved companies.

H,: There are variances in the financial benefitsttif IOR that can be
explained by trust in the IOR, commitment, interelegience, coordination,
communication, participation, conflict resolutidarmalization in the IOR, flexibility

in the IOR, importance of the IOR, and frequencyntdraction.

2.8.3 Business Success of theR

The business success of the IOR refers to a qaangitmeasure of the mutual
financial benefits that participants reap from te&ationship (Narus and Anderson,
1987; Johnston and Lawrence, 1988). The busingls® s the perceived worth of
benefits relative to what is given (Smith and Nadl@95). It is an estimate of the
ability of a product or service to satisfy the ngedemands, and mandates of the
constituents (Kotler, 1984). Organizations creaue when they develop
capabilities that respond to constituents’ desiregiality, choice, and economy. The
IOR creates value for constituents when their mendrganizations pool their
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capabilities to meet their needs, demands, and atesidthereby improving their
competitive position, which in turn increases thpmobability of organizational
survival (Haspeslagh and Jemison, 1991). For tlhpgses of this study, partners’
perceptions of the transactional value (i.e. qualirice, etc.) they are creating for
constituents is the measure of performance by wihieiz judge the IOR. The greater
the transactional value they create through the, IR more successful they will
perceive the IOR to be.

According to Lorange and Roos (1993), IORs maywalkofirm to reap three
classes of benefits in an activity. The first éc@@omies of scale, when organizations
combine their efforts in activities such as a joirdsearch or coordinated
manufacturing. In this case, they might obtainunxé-based cost savings and share
investment. The second is the scope of advantades) organizations combine their
efforts in activities such as a joint sales fordée benefits would be, for example, an
increased presence in the marketplace and thenghafithe costs of building the
presence. Third is complementarity, when orgaronsaticombine their efforts in
complementary activities, for example, when a camypperforms manufacturing
activities and other performs sales activities.

Besides the benefits gained from the IOR, there fatg main potential
economic costs for any organization participatimghie IOR; 1) loss of autonomy, or
loss of control over the strategic resources arivies (Gray, 1989; Lorange and
Roos, 1993); 2) coordination costs. The IOR retpuesgoing coordination between
the participating organizations (Porter and FullE386); 3) erosion of competitive
position. The involvement in the IOR might erodeeocorganization’s sources of
competitive advantage (Porter and Fuller, 1986y 4phimpact on service quality.
Extensive cooperation may reduce the quality ofises provided by the set of
organizations (Whetten, 1987).

In this study, in order to find out how much vagann the business success of
the IOR can be explained by the independent vasabhd which factors make a
significant contribution to predicting the businesgcess of the IOR gained through
the IOR, the hypotheses are stated as follows:

Hs: There are variances in the business successeoflQR that can be
explained by trust in the IOR, commitment, interelegience, coordination,
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communication, participation, conflict resolutidarmalization in the IOR, flexibility
in the IOR, and importance of the IOR.

Hs. There are variances in the business success ofQRethat can be
explained by marketing supports in the IOR andfithencial benefits of the IOR.

2.8.4 Relationship Performance Satisfaction withhe IOR

The relationship performance satisfaction with tlH@R refers to the
organization's positive experience as regardsatmers' ability to obey rules and to
fulfill performance expectations (Anderson and Nar@990; Biong, 1993). IOR
performance is one of the constructs that is oti@dar importance to channel
managers (Lewis and Lambert, 1991). An IOR amdngsfis established and
sustained for the purpose of achieving certain iipeabjectives and goals. In
managing the functioning of an IOR, the particigaate generally concerned about
establishing controls for its evaluation. Measuwésefficiency and effectiveness are
typically used to assess whether or not the 10fRasting pre-set performance levels.
These measures, which can vary depending on the afdOR, are essential for
participants to monitor each other’s performangeeekations.

In the context of an IOR between suppliers and ctusts, Stern and
Kaufmann (1985) identified a number of measures &waluating channel
performance. These cover multiple facets of chkaaotvity, including order entry
and processing, communication, delivery schedubggration costs, and service
levels (Stern and Kaufmann, 1985).

Performance outcome is the result of the IOR antbists of each partner’s
overall level of satisfaction with the IOR or witthe desired outcome of the
relationship. It is a function of: 1) partner cheteristics: achieving motives and
organizational interdependence, and 2) relationshgracteristics: partner reputation,
partner trustworthiness, and organizational sintyla(Saxton, 1997). This study
proposes that, in order for the IOR’s performaracbe considered effective, partners’
objectives must be met and the relationship mustlisfactory.

In this study, in order to find out the extent tdhigh variance in the
relationship performance satisfaction with the IQRn be explained by the
independent variables and which factors make afignt contribution to predicting
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the relationship performance satisfaction gaineauth the IOR, the following
hypotheses are proposed:

Hs: There are variances in the relationship perfogeasatisfaction with the
IOR that can be explained by trust in the IOR, cotmant, interdependence,
coordination, communication, participation, cortflresolution, formalization in the
IOR, flexibility in the IOR, importance of the IORNnd organizational compatibility.

He. There are variances in relationship performancefaation with the IOR
that can be explained by marketing supports inl@ and the financial benefits of
the IOR.
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2.10 Chapter Summary

This chapter has focused on the theoretical backgr®f inter-organization
relation theory,, which is considered a combinatadnrelevant theories that view
organizations as open systems. Those relevantiéBeare: 1) open system theory, 2)
transaction cost theory, 3) resource dependenaaythd) contingency theory, 5)
organizational ecology, 6) institutional theory, Strategic choice, 8) stakeholder
theory, and 9) learning organization theory. Tammon element of these theories is
the consideration of the organization as an opestesy and the use of the
environment to explain reasons or motives for IQRmMation. In addition, the
chapter discussed the reasons for an organizaticsett up an IOR with partners.
Those reasons are mainly: organizational goalsir@mwental uncertainty, mutual
interdependence, legitimacy, meeting necessary tggagulatory requirements, and
resource scarcity. Types of IOR were also disausséhis chapter and only the types
of strategic alliance and partnership were consi@ppropriate for this study of the
success of the relationship between VietnameseTaad travel companies, as they
can be strategic alliances for sharing benefits armahagerial control over the
performance of assigned tasks and make continuamgributions to one or more
strategic areas, such as technology or productbdif® 2004) and tourist services.
These companies can also be in partnerships inhwthigy are jointly committed to
the success of whatever process they are in (Rpb20i04). The chapter then
introduced the main dependent variable of over@R Isuccess and the factors
determining overall IOR success. The overall IQRcess that this study tries to
measure refers to the overall evaluation of thati@iship in both aspects—the
guantitative measure of the mutual benefit thatigpants reap from the relationship,
and satisfaction with the achievement of perforneaggpectations of the involved
parties. The factors determining overall IOR sgsc&ere mainly derived from the
work of Mohr and Spekman (1994), the study of Madiutunoz and Garcia-Falcon
(2000), and several additional factors suggestedtbgr researchers; namely, inter-
organizational trust, commitment to the IOR, inbeganizational communication,

interdependence, IOR coordination, IOR participatidOR conflict resolution,
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formalization in the IOR, flexibility in the IORmportance of the IOR, frequency of
interaction, organizational compatibility, and agk the IOR. In addition, four

intervening variables were included in the modélhs research: marketing supports
in the IOR (Morgan and Hunt, 1994), financial bétsedf the IOR (Medina-Munoz

and Garcia-Falcon, 2000), business success ofRe(Narus and Anderson, 1987;
Johnston and Lawrence, 1988), and relationshipopegnce satisfaction with the
IOR (Anderson and Narus, 1990; Biong, 1993). Hna comprehensive conceptual
framework was formed and used as a model to me#iser@irect and indirect effects

of overall IOR success.



CHAPTER 3

RESEARCH METHODOLOGY

3.1 Introduction

This chapter details the methodology that was usedetermine which of
these factors were important for the success ofretaionships. First, the chapter
provides an overview of the research design, therunit of analysis and informants
of the study are discussed, followed by a desompof the target population and
sample size; after that, the survey instrument ldpweent and survey administration
are described. Next the dependent and independerables are introduced and
operationalized. The reliability and validity ofiet measures of the study were
considered important in terms of the pretest proces] the Cronbach alpha values,
and the factor analysis applied to check for tHagity and validity in this study.
Finally, the data collection procedure is described the analytic methods used in

this study are described in the data analysis@ecti

3.2 Research Design

The main research question this research atteroptmswer is: “To what
extent are the inter-organization relationshipsveen Vietnamese and Thai travel
companies successful through trust, commitmengrdefpendence, coordination,
communication, participation, conflict resolutionformalization, flexibility,
importance of IOR, age of IOR, compatibility, freey of interaction, marketing
supports, financial benefits, business success, &gldtionship performance
satisfaction with the IOR?” A review of the litesa¢ in Chapter 2 found that the

success of the relationships is dependennhamy factors, such as trust in the IOR,
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commitment to the IOR, interdependence, coordinatiof the IOR,
communication in the IOR, participation in the 10&gnflict resolution in the
IOR, formalization in the IOR, flexibility of thedR, importance of the IOR, age
of the IOR, organizational compatibility, frequenoy interaction, marketing
supports, financial benefits, business success, ratationship performance
satisfaction with the IOR.

This study mainly focuses on IOR success consigeha relationships of
factors that affect this success. Therefore, thantjtative approach was the
major method applied to this study. This means this research is based on
survey research in which data were collected froengample selected from the
target population. Most of the measures were baseatlfive point Likert scale in
which 1 is “strongly disagree” and 5 is “stronglyree,” and for the last question
of the questionnaire, “How often does your compantgract with your travel
partner in Thailand?,” 1 is “not at all” and 5 ety often.”

The quantitative analysis of this research was gotedl using SPSS
program version 15.0 with important statistical hi@iques applied, including
factor analysis, multiple regression analysis, @ath analysis in the research
finding analysis of the research.

In addition, researcher also conducted severaltashort interviews with
managers of travel companies (both Vietnamese dmal) Tthat came to a
conference about Thai tourism products organizedhkyoffice of TAT at the
Rex Hotel on April 7, 2010. The questions to thenaggers mainly focused on
their current relationships and practical solutidos enhancing the success of
tourism cooperation between Vietnamese and Thaekreompanies. On the
other hand, one open ended question was includdeiquestionnaire asking for
further suggestions on how to develop successfapeation between the
Vietnamese and Thai tourism industry in general dedween the travel
companies of the two countries, in particular, edasqualitative. An integration
of quantitative research findings and the answeos fseveral travel company
managers and from the open ended question helpedeancher to better

understand the reality of the relationships anddgmaands of tourism cooperation
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development between the two countries in order tovide more valuable
recommendations to tourism authorities, tour opesatravel company managers
of both countries, and potential investors with aripnt information with which
to make important strategic decisions.

3.3 Unit of Analysis and Informants of the Study

Inter-organizational relationship research ideasifthree different levels
of analyses. These are: 1) dyad, 2) organizatieeialand 3) networks. In a dyad,
the focus is on the relationship between two ommions. In an organizational
set, the interest lies in the relationships manmgdiby a single focal firm with a
number of other organizations. In a network, tmeuéry encompasses all
possible links that exist between the organizatioresgiven set.

This study mainly focuses on the dyadic relatiopsietween Viethamese
and Thai travel companies. The unit of analysisttie relationship between the
travel partners of Vietham and Thailand, therefarat the corporate level. Some
IOR researchers maintain that a dyadic relationshgnnot be studied
independently of the two participants. In order dbtain analyzable IOR
measures, Van de Ven and Ferry (1980) suggestdttat should be collected
from the two parties in a dyad. However, studigsReve and Stern (1986),
among others, have shown that dyad participants hzwe widely different
perceptions, which questions the validity of conmuntheir scores to obtain an
overall measure. Moreover, the requirement ofectthg matched responses
from both participants in a dyad can considerabtuce sample size and impinge
on the opportunity for conducting stringent datalgses. One possible strategy
for dealing with this dilemma is to separate theadiy relationship into two
levels, and focus on one or both of the levels pedelently. This strategy, which
is commonly followed by both organizational behaaad marketing researchers,
is employed in this study. The data were colledtedh only one party of the
dyad, which consisted of 237 international trava@ipanies of Vietham having

business relationships with Thai travel partners.
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3.4 Target Population and Sample Size of the Study

The target population of this study was all intéiorzal travel companies
of Vietnam having relationships with Thai travelngeanies. This number of
Vietnamese travel companies was obtained fromtgltsvided by the office of
TAT in Ho Chi Minh City. The total number of trdveompanies in this list is
237, considered as the population of this research.

The size of a sample is an important element ierdg@hing the statistical
precision with which population values can be eated. In general, increased
sample size is associated with decreased sampiliog &he larger the sample,
the more likely the results are to represent th@ufation. However, the
relationship between sampling error and sample szaeither simple nor
proportional—there are diminishing returns assedatith adding elements to a
sample. Bartlett, Kotrlik and Higgins (2001) hastated that a common goal of
survey research is to collect data representafigepmpulation. Researcher uses
information gathered from the survey to generdiizéings from a drawn sample
back to a population, within the limits of randommog. Determining a correct
sample size for a study is very important becaaseprding to Peers (1996),
sample size is one of the four interrelated featwea study design that can
influence the detection of significant differenceslationships or interactions.
Scientifically, to achieve a correct sample sizewas reasonable to look at
Bartlett, Kotrlik and Higgins’ table (2001) in ondeo determine sample size for
this research. Realistically, costs are usually mhain factor in determining
sample size. Incidentally, the degree of configeimcthe findings from the study

would objectively reflect the entire population.
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Table 3.1 Determining Minimum Returned Sample Size for a GifP®pulation

Size for Continuous and Categorical Data

Sample size
Continuous data Categorical data
(margin of error =.03) (margin of error =.05)
Population alph =.10 alph =.05 alph=.01 p=.50 p=.50 p=.50
size t=1.65 t=1.96 t=2.58 t=1.65 t=1.96 =2.58
100 46 55 68 74 80 87
200 59 75 102 116 132 154
300 65 85 123 143 169 207
400 69 92 137 162 196 250
500 72 96 147 176 218 286

Source: Adapted from Bartlett, Kotrlik and Higgins, 20048.

Table 3.1 above is small part of a bigger tableettgpyed by Bartlett,
Kotrlik and Higgins which presents sample size galthat will be appropriate for
many common sampling problems. The table inclusksple sizes for both
continuous and categorical data, assuming an agveh of .10, .05, or .01. The
margins of error used in the table were .03 fortiooous data and .05 for
categorical data. The margin of error expressesrthximum expected difference
between the true population parameter and a saegpi@ate of that parameter.
According to Bartlett, Kotrlik and Higgins (20013n alpha of .05 or .01 is
acceptable for most research and for continuous, daB percent margin of error
is acceptable (Krejcie and Morgan, 1970). For gdama three percent error
would result in researcher being confident thattthe mean of a five point scale

is within +.15 (.03 times five points on the scabéthe mean calculated from the
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research sample. Therefore, based on BartlettliK@nd Higgins’' table for
determining minimum returned sample size for awgigepulation for continuous
data and the list of 237 international Vietnamesevel companies having
relationships with Thai travel partners obtainemirirthe office of TAT in Ho Chi
Minh City, the minimum sample for this study wa9)ltavel companies, with a
margin of error of (ME=.03) and a p-value = .01lhisTmeans that if researcher
has more than 110 questionnaires filled and retyrhe or she can be 99 percent
confident that the sample estimates will have apdiaigy error less than £.15 (.03
times five points on the scale of this researchsuess).

In order to obtain an appropriate sample size &mtdr analysis and
multiple regression analyses, researcher expeatechave more than 110
guestionnaires filled and returned that matchedrndliy's (1978) suggestion of a
10 to 1 ratio: that is, ten cases for each varitdlee factor analyzed or five cases
for each variable are considered adequate in metnces (Pallant, 2005). This
expected number of responses is considered gugteihithe travel and tourism
industry, as Crawford-Welch (1991) states that tlesponse rates in the
hospitality industry range from 10.5 to 30.7 petcelm addition, Bartlett, Kotrlik
and Higgins (2001) stated that many educationalsamethl research studies often
use data collection methods, such as surveys dret @bluntary participation
methods, where the response rates are typicallybgw 100 percent. Salkind
(1997: 107) recommended oversampling when he sthtadIf you are mailing
out surveys or questionnaires, count on increaging sample size by 40 percent
to 50 percent to account for lost mail and uncoaipez subjects.” Fink (1995:
36) has also stated that “oversampling can adds dosthe survey but is often
necessary.” Cochran (1977: 396) added that “angeconsequence is, of course,
that the variances of estimates are increased bet¢ha sample actually obtained
is smaller than the target sample. This factor banallowed for, at least
approximately, in selecting the size of the sanipl€herefore, in this study, in
order to make sure that the expected sample sigebtained, researcher decided
to send the survey questionnaires to all travelpgaomes on the list, except the 17

travel companies in Ho Chi Minh City that researchad interviewed for the
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pretest process of the research. As a resultntmeber of international travel

companies left to be sent questionnaires to was@tpanies (237 — 17 = 220).

3.5 Survey Instrument Development

The development of the survey instrument closelfjofeed Dillman's
(2000) tailored design approach in order to maximgzotential response rate.
Most questions were formulated as statements orveapbint Likert-scale,
ranging from 1 as "strongly disagree" to 5 as 'fgjip agree.” Six steps were
adopted in elaborating the questionnaire. Hiestearcher reviewed the empirical
literature related to IORs, and an initial drafegtionnaire was completed based
on the literature review. Many of the statementduded in the questionnaires
were adapted from the previous work of Mohr andk&pen (1994) in their study
of the characteristics of vertical partnership ggs¢ and the work of Medina-
Munoz and Garcia-Falcén (2000), in their studyhef determinants of the success
of relationship between hotels and tour agenciesaddition, researcher added
more indicators to each of the factors adapted fpoevious works. Using other
factors suggested from the literature by many eviresearchers without testing
or giving indicators, researcher created new irtdisathat matched the objectives
of the study and were especially suitable for takl fof travel and tourism.

According to Neuman (1997), the principle of usagretest extends to
replicating the measures that other researchers haed. We may use past
research that constructed a scale to measure the gancept as in our study or
we may add more indicators and compare them toptleeious measures.
Consequently, the measure can improve over timmrasas the same definition
is used.

Second, the initial draft questionnaire was thenesged by researcher’s
colleagues (Ph.D. students of class 13 and 14yderao obtain comments on
wording, corrections of sentences and statemeotsyat, and scale construct
during the preliminary qualitative phase. Then tjuestionnaire was read by a

former expert in tourism marketing and developnmant AT in Bangkok and by
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two lecturers in the field of tourism for furtheoraments. All contributing

suggestions and comments for the draft questiomrfemm colleagues, tourism
experts, and academic experts in the field of smarwere carefully considered
and adjustments were made in order to produce d goey instrument for the
research. After that, the questionnaire was onaenagarefully reviewed and
approved by the supervisor of the research for fihal version of the

guestionnaire.

In the third step, the questionnaire was translaméa Viethamese (by
researcher) and reviewed by two professors in thed of international tourism
management of Hong Bang University Internationargier to make sure that the
translation was good quality and understandabldethamese.

Fourth, the questionnaire was pretested with apy@ul? Viethamese
international travel companies having relationshipth Thai travel partners in
Ho Chi Minh City in order to determine the reliatyilof the measurement. The
responses from the pretest were then reviewed aagzed. Although the small
sample size (N = 17) for the pilot test did nobwallfor an in-depth quantitative
analysis, item means, ranges, variances, Cronbaalpba coefficient, and

corrected item total correlations were examinedei@ct potential problems.

Table 3.2 Summary of Survey Instrument Development Steps

1. Select factors and items within each factors basette literature.

2. Refine where needed based on comments and sugges$ton colleagues
and experts.

3. Translation of the survey instrument into Vietnames

4. Conduct the pretest of the survey instrument ($poadents).

5. Convert nearly half of the statements in the qoestiire to avoid halo
effect/error.

6. Final survey instrument
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In the fifth step, in order to avoid the “Halo Eft&rror”, nearly half of
the statements in the questionnaire were reversdedo Halo error is considered
the major psychometric error affecting multi-factatings and it occurs when an
informant evaluates or rates an object in an uedfitiated manner. Details of
how several statements/items of each factor will digcussed in following
sections. Finally the questionnaire was complatediwas ready to be sent to the

target informants of the research.

3.6 Operational Definitions and Measurements

After the conceptual model was developed from veriliterature reviews
and previous researches related to IOR successptrational definition of each
variable needed to be determined in order to cdnithgcresearch. To determine
the process for transforming the abstract of thaceptual framework into
concrete variables, each variable required botlo@arational definition and a
measure (Kerlinger, 1973). The following sectiomplain the measures of the
dependent, intervening, and independent varialded in this study.

The survey instrument developed for this study sted of measurement
items for the following constructs: Overall IOR sass as the main dependent
variable of the research. In addition, marketingpports, financial benefits,
business success, and relationship performancsfagditbn were considered as
intervening variables. The independent variabfab® study included trust in the
IOR, commitment to the IOR, interdependence in DR, coordination of the
IOR, communication in the IOR, participation in tl@R, conflict resolution in
the IOR, formalization in the IOR, flexibility ohe IOR, importance of the IOR,
age of the IOR, organizational compatibility, amelguency of interaction. Each
item was measured using a five-point Likert-typalsovith responses ranging
from (1) “strongly disagree” to (5) “strongly agréeQuestions concerning
organizational and individual demographics wereo alscluded in the
guestionnaire. These items included the followijap positions, location of

company, organizational size (in terms of numbestaff: full time and part-time
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staff), age of company, and age of the relationsipcopy of the survey
instrument is included in Appendix A (English vers) and Appendix B
(Vietnamese version). The items used to measuie @atstruct are listed below
with the sources and reliability estimates (Crombaa@lpha coefficient) of the

pretest of the research.

3.6.1 Dependent Variable

The dependent variable of overall IOR success was/etl from the
measures of success shown in table 3.3, which besed on criteria of success
derived from the IOR success literature. The oVé@dR success measured in this
research was based on an aggregation of the outcanables listed in the table.
The dependent variable is a constructed indexef/gniables that were measured
on the same scale. Index construction creates @eiables from a combination
of several variables and is used when several ignssimeasure a complex
concept. Weisberg et al. (1996) claim that thiatetyy gives better results than
when only a single question is used to measuraiabla since the result will be
less dependent on the wording of particular questio

For the main dependent variable of overall IOR esscof this research,
respondents were asked about the overall IOR ssidzetsveen their companies
and Thai travel partners in question (g6a), inaclgdive items as shown in table
3.3 below.
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Table 3.3 Dependent Variable of Overall IOR Success

Construct Items (Cronbach’s alpha =847; Pre-test: N = 17)

1. Our partner is an excellent travel companyaddsiness with.
Overall 2. Our time and effort spent in developing andntaning the
IOR relationship with the partner has been worthwhile.

Success 3. We feel more powerful and confident in thisrtsumarket.
4. All of our goal setting for this relationshipfhibeen met.

5. We are completely satisfied with the relatiopsds a whole.

This measure was developed by adopting the firgtitgms from previous
researchers (Van de Ven, 1976; Van de Ven and Fé&880; Ruekert and
Walker, 1987; Skinner, Gassenheimer and Kelley21®ucklin and Sengupta,
1993; Mohr and Spekman, 1994; Medina-Munoz and i@dfalcén, 2000).
These two items include: 1) “Our partner is an #goé travel company to do
business with” and 2) “Our time and effort spendaveloping and maintaining
the relationship with the partner has been wortkevhiThe other three items of
this construct were added by researcher as they e@rsidered important in the
field of travel and tourism. The reliability test this measure in the pretest
procedure of this research showed a Cronbach alphHicient of.847. This
value was quite high, above .70, so it could beckmed that these items were

internally consistent and measured the same thing.

3.6.2 Intervening Dependent Variables

One of the objectives of this research was todryneasure IOR success
through intervening variables. Looking at the rhtere, there has been no
research measuring IOR success. The two worksy idioth Spekman (1994) in
their study of the characteristics of vertical parship success and the work of
Medina-Munoz and Garcia-Falcon (2000) in their gtafithe determinants of the

success of relationship between hotels and touncgg that this study is based



87

on measured IOR success directly using multipleessgon models. Negandhi
(1980) has stated that the present focus in imgarozation studies has not
established a linkage between the so-called intémge variables and
effectiveness (relationship success) measuresrefine, this study attempted to
measure overall IOR success through interveningablkas, marketing supports
satisfaction, overall business success of theioelstip, financial benefits from
the relationship, and relationship performancestattion, in order to find out the
direct and indirect impacts on IOR success, as agthe predictive power of the
independent variables.

1) Marketing Supports in the IOR

Regarding marketing supports satisfaction of th& I@etween
Vietnamese and Thai travel companies, this measasepresented in the survey
guestionnaire as (g6b) and consisted of six itemasshown in table 3.4, among
which the first three items were adapted from trerkwof Medina-Munoz and
Garcia-Falcon (2000): 1) “We receive cooperativeesaiising support from our
partner.” 2) “We receive promotional support (broas, leaflets, displays, etc.)
from our partner,” and 3) “We receive off-invoiceomotional allowances from
our partner.” The other three items of this candtwere added by researcher.
The reliability test of this measure in the prefasicedure of the research showed
a Cronbach alpha coefficient d17. This value is very high, above .70, so it
could be concluded that these items were well {oterelated and measured the

same thing.
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Table 3.4 Intervening Variable of Marketing Supports in tiaR

Construct  Items (Cronbach’s alpha s917; Pre-test: N = 17)

1. We receive cooperative advertising support foampartner.

Marketing 2. We receive promotional support (brochures)éemfdisplays,

supports in etc.) from our partner.
the IOR 3. We receive off-invoice promotional allowances our
partner.

4. We receive new sources of customers from otnga

5. We can diversify our tourist products and smsithrough our
partner.

6. Overall, we are satisfied with the marketingmarts from our

partner.

2) Financial Benefits of the IOR

Regarding the financial benefits satisfaction viita IOR between
Vietnamese and Thai travel companies, this measasepresented in the survey
guestionnaire as (g6c) and also consisted of smgf as shown in table 3.5,
among which the first item was adapted from thekwair Medina-Munoz and
Garcia-Falcon (2000): 1) “We obtain more profit sales from our travel our
partner.” The other items of this construct weraleatl by researcher. The
reliability test of this measure in the pretestqaaure of the research showed a
Cronbach alpha coefficient 301 This value is very high, above .70, so it could
be concluded that these items were well inter-¢atied and measured the same

thing.
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Table 3.5 Intervening Variable of Financial Benefits of ti@R

Construct  Items (Cronbach’s alpha 901, Pre-test: N = 17)

Financial 1. We obtain more profit on sales from our trgveitner.

Benefits of 2. We receive appropriate commission levels foampartner.
the IOR 3. We can reduce costs of inputs from our partner
4. We can reduce market and tour research arelafguent
costs.
5. We have new sources of revenue from our partne
6. Overall, we are satisfied with the financiahbfits gained

from the relationship.

3) Business Success of the IOR

The measure of business success satisfaction vatfoiR between
Vietnamese and Thai travel consisted of five iteassshown in table 3.6, among
which the first item was adapted from the work obliviand Spekman (1994): 1)
“We increase total sales from our partner.” Theeoitems of this construct were
added by researcher. This measure was presentbd survey questionnaire as
(g6d). The reliability test of this measure in firetest procedure of the research
showed a Cronbach alpha coefficient&9 This value is quite high, above .70,
so it could be concluded that these items were wtdl-correlated and measured

something similar to the scale as a whole.
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Table 3.6 Intervening Variable of Business Success of the IOR

Construct  Items (Cronbach’s alpha 889; Pre-test: N = 17)

Business 1. We increase total sales from our partner.
Success of 2. We have a profitable business relationship withpartner.
the IOR 3. We see potential benefits including more sti@s our
partner in the future.
4. We have more opportunities for other business.
5. Overall, we are satisfied with the profit galrfeom the

relationship.

4) Relationship Performance Satisfaction

The relationship performance satisfaction presemteitie survey
guestionnaire as (g6e) was measured with itemsamshio table 3.7) developed
specifically for this study that examined the pet@ of the organization’s
relationship performance relative to others in faueas of performance: more
productivity, more customer satisfaction with tetriproducts and services,
improvement of products and service performancepatibility of facilities, and
achievement of market expansion goals. The devedoprof these items was
from a thorough examination of the literature ahd ttems were tied to the
definition of relationship performance (Andersorddarus, 1990; Biong, 1993)
and weere also measured using a five point Likgré-tscale with responses
ranging from (1) “strongly disagree” to (5) “strdngagree.” The reliability test
of this measure in the pretest procedure of theare showed a Cronbach alpha
coefficient of.823 This value is quite high, above .70, so it cdoddconcluded

that these items were well inter-correlated andsuesl the same thing.
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Table 3.7 Intervening Variable of Relationship Performancés$action

Construct Items (Cronbach’s alpha 823; Pre-test: N = 17)

1. We become more productive.
Relationship 2. We obtain more customer satisfaction for ourish

Performance products and services.

w

Satisfaction We improve our product and service performance.

4. Our properties/facilities are compatible witle heeds of the
partner's customers.

5. We achieve our goals of expansion to a new etdnkough
our partner.

6. Overall, we are satisfied with our relationsWigh the

partner.

3.6.3 Independent Variables
The independent variables were also derived anthesized from the
literature reviewed in Chapter Two. For each \@da question was asked about
to the extent to which the informants agreed oaglised with statements about
the co-operative relationship that the informardsmpany had with its Thai
travel partner. The following sections are the rapenalizations of these
variables.
1) Trustin the IOR
The trust measured in this study included two itewhgpted from a
scale developed by Morgan and Hunt (1994), whicdnered the confidence that
the supplier has in the integrity of the buyereXamines the reliability of the
buyer in the inter-organizational relationship. §irwas measured using Morgan
and Hunt's (1994) six items (previous .949) and were examined with a five
point Likert-type scale ranging from (1) “strongtlisagree” to (5) “strongly
agree.” In this measure, only items (4), “We trilngtt our partner always does
right thing for the relationship” and item (5),“Wrust that our partner has high
integrity” were adopted from the work of Morgan addnt (1994). In addition,
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item (2), “We trust that our relationship is markeygl great harmony” and item

(3), “We trust that our partner always brings béedb us” were adopted from
the work of Mohr and Spekman (1994). Item (8), “étieve that we will have a

long-term relationship with our partner” was adapteom the work of Gibson,

Rutner and Keller (2002). The other items wereeddaly the researcher to create

a measure of trust that included nine items, as/sho table 3.8. The reliability

test of this measure in the pretest procedure efrélsearch showed a Cronbach

alpha coefficient of874 This value is quite high, above .70, so it cobkl

concluded that these items were reliable and medghe same thing.

Table 3.8 Independent Variable of Trust in the IOR

Construct

Items (Cronbach’s alpha s:874; Pre-test: N = 17)

Trust toward
the IOR

1.

0 N o O

We trust our partner's decisions.

. We trust that our relationship is marked by gheamony.
. We trust that our partner always brings bené&ditss.

. We trust that our partner always does the tiging for the

relationship.

. We trust that our partner has high integrity.
. We trust that our partner has good prestige.
. We trust that our partner has great capability.

. We believe that we'll have a long-term relatlopsvith our

partner.

. Overall, we highly trust our partner.

2) Commitment to the IOR

The measure of commitment to the IOR included &ms, as

shown in table 3.9. The first three items werepaeld from the work of Morgan

and Hunt (1994), where the reliability score foisteet of items was .895. Item

(4), “We have a strong sense of loyalty to thisetgartner,” was adopted from
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the work of Medina-Munoz and Garcia-Falcon (2000em (5) and (6) were
added by researcher. The reliability test of thsasure in the pretest procedure
of the research showed a Cronbach alpha coeffioe@18 This value is quite
high, above .70, so it could be concluded thatehésms were well interval

consistent and measured something similar to thie ss a whole.

Table 3.9 Independent Variable of Commitment to the IOR

Construct Items (Cronbach’s alpha s818; Pre-test: N = 17)

1. We are very committed to continuing the relatiap.
Commitment 2. We intend to maintain the relationship indeéhyjt
to the IOR 3. The relationship deserves our maximum efforhgontain it.
4. We have a strong sense of loyalty to this trpeeiner.
5. We try more to improve and develop this relathap.
6. Overall, we will continue the relationship.

3) Interdependence in the IOR

To measure the actual interdependence between aviietse and
Thai travel companies, respondents were asked¢alra following seven items
on a five point Likert-type scale, ranging from (ktrongly disagree” to (5)
“strongly agree,” as shown in table 3.10. Thetfivgo items were adopted from
the work of Mohr and Spekman (1994) and the workvVi&dina-Munoz and
Garcia-Falcon (2000). The other items were adgecdearcher. The reliability
test of this measure in the pretest procedure efrélsearch showed a Cronbach
alpha coefficient of679 This value is a bit lower than .70 but it wasisidered
acceptable. It could also be concluded that themms were reliable and

measured the same thing.
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Table 3.10 Independent Variable of Interdependence in the IOR

Construct ltems (Cronbach’s alpha = .67®re-test: N = 17)

1. If we want to, we can easily switch to anotmave! partne
2. If our partner wants to, they can also easiliggwto
Interdependence another travel company.
in the IOR 3. Both sides have equal rights in planning andist@at
making in all aspects.
. We have strong control over our partner.
. We are strongly controlled by our partner.
. Both sides have similarity of relative depenaenc

~N o o1 b~

. Overall, both sides have relative dependence and

interdependence in the relationship.

4) Coordination of the IOR

The measure of coordination of the IOR for thidgtincludes ten
items, as shown in table 3.11. The first two itemese adopted from the work of
Mohr and Spekman (1994) and the work of Medina-Muaad Garcia-Falcén
(2000). Mohr and Spekman measured coordinatioh thi first item along with
another item, “Programs at the local level are wadordinated with the
manufacturer’s national program.” The correlatioefficient was .68. The other
items from item (3) to item (10) were added by aesker based on the literature.
These items are considered important in the fidldravel and tourism. The
reliability test of this measure in the pretestqaaure of the research showed a
Cronbach alpha coefficient 0845 This value is quite high, above .70, so it
could be concluded that these items were well joberelated and measured

something similar to the scale as a whole.
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Table 3.11 Independent Variable of Coordination of the IOR

Construct Items (Cronbach’s alpha = .84 Pre-test: N = 17)

1.
Coordination 2
of the IOR 3.
4

10.

Our activities with the travel partner are heelordinated.
We plan and schedule the sales with our tnaagher well.
Our partner's activities with us are well abpated.

We plan and schedule tours and services withravel
partner well.

We meet and discuss tours and services witkravel
partner when needed.

We fairly divide tasks between partners.

We have representatives, of each side, foraationship.
We help our travel partner whenever and/ortexex they
ask.

Our travel partner helps us whenever and/@tewer we
ask.

Overall, we are satisfied with the current doeation of the

relationship.

5) Communication in the IOR

Previous researchers have used the measure of auoaton in

the IOR, which includes five areas of informationafity: information that is

accurate, timely, adequate, complete, and crediédt and Lengal, 1986; Huber
and Daft, 1987; Mohr and Spekman, 1994; Monczlka.efl998). For this study,

the measure of communication in the IOR include@niems, as shown in table

3.12. These items were adapted from the literatocewere added by researcher.

The reliability test of this measure in the prefasicedure of the research showed

a Cronbach alpha coefficient 05 This value is very high, above .70, so it

could be concluded that these items were veryhieliand measured something

similar to the scale as a whole.
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Table 3.12 Independent Variable of Communication in the IOR

Construct Items (Cronbach’s alpha = .9) Pre-test: N = 17)

1. Communication between us is timely, adequate, an
Communicatior complete.
in the IOR . We share accurate and credible information edtth other.
. We always provide honest information to eacleioth
. We always share relevant information with eaitieio

. We use an open line of communication in ourti@tahip.

o O b~ WD

. We often exchange strategic and important basine
information with each other.
7. Our relationship always has systematic avaitstoff
information.
8. Our communication channels are diverse.
9. Overall, we are satisfied with the communicatiothe

relationship.

6) Participation in the IOR

The measure of participation in the IOR was meabkbre asking
respondents to rate the following nine items oiva point scale, ranging from
(1) “strongly disagree” to (5) “strongly agree,” sisown in table 3.13. The first
three items were adapted from the work of Mohr &pe&kman (1994) and the
work of Medina-Munoz and Garcia-Falcon (2000). ©ker items were derived
from the literature and added by researcher. €hahility test of this measure in
the pretest procedure of the research showed tbeb@ch alpha coefficient of
.857. This value is considered high, above .70, souild be concluded that these

items were very reliable and measured somethingasito the scale as a whole.
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Table 3.13 Independent Variable of Participation in the IOR

Construct Items (Cronbach’s alpha = B7; Pre-test: N = 17)

1
Participation
in the IOR

. We provide advice and counsel to our travelrgart
2. We seek advice and counsels from our travehpart
3. We encourage contributive suggestions with exdicér.
4. Both sides have competent abilities.

5.
6
7
8
9

Both sides play significant roles.

. Both sides take equal responsibility.
. Both sides take part in decisions and goal fdautian.
. Both sides take part in decision-making procgsse

. Overall, both sides actively participate in tetionship.

7) Formalization in the IOR

Formalization in the IOR refers to the extent toickhrules and

procedures govern the relationship between intgargrational partners (Van de

Ven, 1976). This measure includes six items, whigre derived from the

literature and added by researcher, as shown la g&ab4. The reliability test of

this measure in the pretest procedure of the relsedrowed a Cronbach alpha

coefficient of .859 This value is considered high, above .70, sooilld be

concluded that these items were very reliable ardsured something similar to

the scale as a whole.
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Table 3.14 Independent Variable of Formalization in the IOR

Construct Items (Cronbach’s alpha = .85%re-test: N = 17)
1. We have clear prescriptions and distributiontasks
Formalization between partners.
in the IOR 2. We have clear routines for safety training fothbpartners’
employees.

3. We have work procedures and training for bottneas’
employees.

4. Both sides provide standardized tourist prodants
services.

5. Both sides employ qualified tour guides.

6. Overall, the information routines between padrae very

clear.

8) Flexibility in the IOR

Flexibility in the IOR refers to the extent to whipartners respond
to requests for changing circumstances (Gibsonné&ruand Keller, 2002). This
measure includes six items developed for this stbdiyycame from the definition
of flexibility in the IOR. These six items were ted using a five point Likert-type
scale, with responses ranging from (1) “stronglgadree” to (5) as “strongly
agree.” The reliability test of this measure ia firetest procedure of the research
showed a Cronbach alpha coefficient.82Q This value is considered high,
above .70, and was considered reliable and measamething similar to the

scale as a whole.
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Table 3.15 Independent Variable of Flexibility in the IOR

Construct Items (Cronbach’s alpha 820; Pre-test: N = 17)

1. Both sides of our relationship are flexibleé@sponse to
Flexibility in requests for changes.
the IOR 2. Both sides are expected to be able to makestadg@nts in the

ongoing relationship to cope with changing circuanses.

3. When some unexpected situations arise, botiepavould
rather work out a new deal than hold each othéngo
original terms.

4. We use proactive management for special naatis a
exceptions of our relationship.

5. Both sides have the ability to handle changetyirements
from each other.

6. Both sides have the ability to respond to dbjeaequests.

7. Overall, we are flexible in dealing with chaege our

relationship.

9) Conflict Resolution in the IOR

The measure of conflict resolution in the IOR waamed from
Mohr and Spekman’s (1994) study as well as theysafdVedina-Munoz and
Garcia-Falcon (2000). For this study, only coredtwe conflict resolutions were
applied. As a result, solving conflicts throughings “harsh words” was
considered not appropriate, so the item “harsh g/oveas not included in the
measure of conflict resolution. As shown in taBl&6, the measure includes
eight items which were derived from the literatarel added by researcher. The
reliability test of this measure in the pretestqaaure of the research showed a
Cronbach alpha coefficient 319 This value is considered high, above .70, and

was considered reliable and measured the same thing
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Table 3.16 Independent Variable of Conflict Resolution in tdR

Construct Items (Cronbach’s alpha 819; Pre-test: N = 17)

1. We try to avoid creating issues/problems.

Conflict . Either party tries to be persuasive.
resolution in 3. Both sides always try to solve problems together
the IOR . Our problems are mediated by an outsider partner

2

3

4

5. Our partner lets us dominate/control the refesimp.

6. We let our partner dominate/control the relalap.

7. We try internal resolution.

8. Overall, we are satisfied with the conflict rfegimn used in

the relationship.

10) Importance of the IOR

The importance of the IOR refers to the extent taictv staff
members of an organization perceive that the gelaliip is critical to the mission
of the organization (Hall et al., 1977; Whetten &@wlvajkowski, 1978). This
measure included six items developed for this sthdycame from the definition.
These six items were tested using a five point iitikgoe scale with responses
ranging from (1) “strongly disagree” to (5) “strdngagree.” The reliability test
of this measure in the pretest procedure of thearet showed the Cronbach
alpha coefficient 0of.867. This value is considered high, above .70, and wa

considered reliable and measured something sitoildre scale as a whole.
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Table 3.17 Independent Variable of Importance of the IOR

Construct Items (Cronbach’s alpha =867; Pre-test: N = 17)

1. It's important because we gain marketing sugdastn our partner.
Importance 2. It's important because we gain financial beadfidm the
of the IOR  relationship.
3. It's important because we can expand our ménketgh our
partner.
4. It's important because we can sell more toudssanvices through
our partner.
5. It's important because we enjoy cost reductiomfthe relationship.
6. It's important because we are doing businessawiompetent

partner.

11) Organizational Compatibility

Organizational compatibility reflects complemertiam goals and
objectives, as well as similarity in operating psbphies and corporate culture
(Bucklin and Sengupta, 1993). In addition, acamgdito Saxton (1997),
organizational compatibility or similarity is thegree of fit among organizations,
which helps the partners maintain a satisfactolgticsmship outside the resource
exchange. This measure included seven items deetlior this study that came
from the definition. These seven items were test@dg a five point Likert-type
scale, with responses ranging from (1) “stronglgadree” to (5) as “strongly
agree,” The reliability test of this measure ia firetest procedure of the research
showed a Cronbach alpha coefficient.852 This value is considered high,
above .70, and was considered reliable and measamething similar to the

scale as a whole.
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Table 3.18 Independent Variable of Organizational Compatipilit

Construct Items (Cronbach’s alpha = .852re-test: N = 17)

1. Our company's goals and objectives are consigfiém
those of the partner's.
Organizational 2. Our director and the director of the partner pany have
compatibility similar operating styles.
3. Our products and services are somewhat sinailirase of
the partner's.
4. Our products and services have the same qualmtypared
to those of the partner.
5. Both sides of the relationship serve similarkets.
6. Our company's tourists and the partner's hawiasi
characteristics.
7. Overall, both sides of our relationship are catiigbe with

each other.

12) Frequency of Interaction

Frequency of interaction refers to the amount ohtacts or
exchanges between organizations, to be measumethiion to an organization’s
total contact with others in the relationship (Maws, 1971). This measure
included five items developed for this study thate from the definition. These
five items were tested using a five point Likenpdyscale, with responses ranging
from (1) “not at all” to (5) as “very often.” Theeliability test of this measure in
the pretest procedure of the research showed ab@cbralpha coefficient 0823
This value is considered high, above .70, and wassidered reliable and

measured something similar to the scale as a whole.
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Table 3.19 Independent Variable of Frequency of Interaction

Construct ltems (Cronbach’s alpha =823; Pre-test: N = 17)

1. We frequently send tourists to our partner.
Frequency of 2. We frequently receive tourists from our partner.
interaction 3. We frequently have meeting/visiting between mpen.
4. We frequently contact our partner by phone, gnmaernet,
orfax.
5. Both sides frequently help each other with odevices
(e.g. airline booking, hotel reservations, museutrester,

etc.).

3.7 Reliability and Validity of Measures

3.7.1 Reliability

Developing a measure of an abstract concept irarelses a difficult and
extremely time-consuming process if it is to be el@orrectly. However, it is
necessary to spend time on doing this in orderain gccurate and valid results.
Reliability and validity are the most important feocial research because
constructs in social theory are often ambiguoudfusk, and not directly
observable. While reliability provides us with andicator's dependability and
consistency, validity tells us whether an indicatoctually captures the meaning of
the construct in which we are interested (Neumagay}

According to Norusis (1993), reliability is a medasg instrument that
determines if comparable measures of the sameraohsf a given object agree,
or whether the tests yield similar results wheredént people administer them
and when alternative forms are used. Babbie (2884 )also defined reliability as
a matter of whether a particular technique thapplied repeatedly to the same
object yields the same results. Reliability casoallustrate as the information

provided by indicators (e.g. a questionnaire) whilchnot vary as a result of
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characteristics of the indicators, instrument, oeasurement device itself
(Neuman, 1997).

There are four approaches for accessing instrumargbility, which
consist of: 1) the retest method, 2) the split-malthod, 3) using established
measures, and 4) the internal consistency methadhiB, 2001). The internal
consistency method is used more popularly and it aceepted as the general
form of reliability evaluation. Cronbach’s alphiatsstical analysis is an indicator
of the degree of reliability of each measuremeértie Cronbach’s alpha measures
the internal consistency of a single factor by ldweel of correlation between the
indicator variables that describe the factor. Thmsthod is based on the
assumption that variables measuring the same cahsshould be highly
correlated with one another. Based on the liteeataview and discussion with
the experts in statistics, researcher decided tplagmthe Cronbach’s alpha
coefficient to measure the reliability of the degent and independent variables

of this study.

3.7.2 Validity

According to Norusis (1993), the instrument or nueasient must
measure what we intend it to measure. The validitthen necessary for the
measurement tool to evaluate the reliability ofstauict measurement and fit well
with our research objectives and yielded the exgueresults. Validity then refers
to the extent to which an empirical measure haficsrit reflects to the real
meaning of the concept under consideration. 3edtial. (1976), like Babbie
(2001), defined validity as the extent to whichfeliénce scores on the measure
reflects the true differences among individualsttua characteristics that we seek
to measure rather than constant or random errérsaddition, Saunders et al.
(2007) defined validity as the extent to which ttata collection method
accurately measures what it is intended to measue the extent to which the
research findings are really about what they psfesbe about. In other words,
“Do the results say what they are supposed to sag@’“How truthful are the

results?”
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Babbie (2001) has provided yardsticks for assesatidity, which are: 1)
face validity, 2) criterion-related validity, 3) mstruct validity, and 4) content
validity. However, Cronbach (1971) suggested #eie\process whereby experts
in the field familiar with the content area evakiatersions of the instrument
repeatedly until a form of consensus is reachednté&ht analysis—how much a
measure covers the range of meaning included icdheept—was then applied
to this study to assess the validity of the meanmarg. The items of each variable
were reviewed and discussed by researcher andpg®rtexand lecturers in travel
and tourism during the item and scale construgbemod. The wording on each
item was reviewed and adjusted to fit the fieldrafel and tourism. Moreover,
pre-testing of the questionnaires was carried outldtermine the validity and
reliability of the measurement. Finally, the véldand reliability of the
measurement were once again consolidated throuwgbr fanalysis, as described

in the following section (3.7.4).

3.7.3 Pre-Testing Process

One principle for improving reliability is to usepaetest or pilot version
of a measure first: develop one or more draft efiprinary versions of a measure
and try them before applying the final version imygpothesis-testing situation.
This process takes more time and effort, but ilikely to produce a reliable
measure.

Cone and Foster (1993) have suggested that reseamdb a pilot test of
the research process for the following reasongo Bnsure that the respondents
will respond in accord with instructions, 2) to omer and decide how to handle
unanticipated problems, and 3) to learn how toarskto check the adequacy of
the research equipment.

Therefore, doing a pretest provided researcher fegldback that helped
him to improve the reliability and validity of thesearch tool (i.e. questionnaire
survey). Consequently, in this study, researckerdgd to conduct the pretesting
of the questionnaires with a group of 17 travel pames in Ho Chi Minh City.
The interviews with the constructed questionnauevey for the pretest were
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done by researcher face by face with key informant$he reliability of the
measures of the research was tested with Cronbaghts coefficients ranging
above .80, as shown in the previous sections (3®hly has the measure of
interdependence in IOR Cronbach’s alpha value af9 .6vhich was also
considered acceptable. These results of the félyabnalysis of the pretest
showed that all dependent and independent variabldss study had very good

internal consistency.

3.7.4 Validity Test: Factor Analysis
Two exploratory factory analyses using the principgomponent
extraction method, varimax rotation of 28 itemsaafroup of dependent variables
related to overall IOR success and 89 items ofoagiof independent variables
related to the factors affecting overall IOR suscegre conducted on a sample
(N=114) of 237 Vietnamese international travel camps which had a
relationship with partners in Thailand. Prior towning the analysis with SPSS,
the data were screened by examining the descriptatestics on each item, inter-
item correlations, and possible univariate and ivailiate assumption violations.
From this initial assessment, all variables wementbto be continuous, variable
pairs appeared to be bivariate normally distributeehd all cases were
independent of one another. For this study, tlstofaanalysis procedure was
applied twice—once for a group of dependent vaeidhtluding five variables
and the other for a group of independent varialetiding twenty variables. In
terms of sample size (N = 114), then, it was carsid reliable for factor analysis
with a ratio of 23 cases per variable for the delgen variable and 9.5 cases per
variable for the independent variable. The Kalderer-Olkin measure of
sampling adequacy was .786 for the dependent Vesiaand .703 for the
independent variables (according to Pallant (20a6)be significant, the value
has to be .60 or above)—indicating that the presatd were suitable for the
principal components analysis. Similarly, Bartiettest of sphericity was
significant (p<.001), indicating sufficient corrétan between the variables to

proceed with the analysis.



107

Using the Kaser-Guttman retention criterion of Biglues greater than
1.0, a five-factor solution provided the clearestraction for the group of
dependent variables. The five factors accounted6fblpercent of the total
variance (see Appendix E). Table 3 (in AppendixpESsents the 28 items with
their factor loadings and communality estimateem@unalities were fairly high
for each of the 28 items, with a range of .408®l. In addition, a twelve factor
solution was conducted for the group of independeartables. The twelve
factors accounted for 69.7percent of the totalarare (see Appendix E). Table 7
(in Appendix E) illustrates 71 items with their facloadings and communality
estimates which ranged from .478 to .876.

For the dependent variable group, factor one emplaB.5 percent, factor
two explains 19 percent, factor three explainspg®ent, factor four explains 5.8
percent, and factor five explains 4.5 percent eftthtal variance. The Cronbach
coefficient alpha ranged from .707 to .909 amorggfttur factors, indicating good

subscale reliability.

Table 3.20 Summary of Dependent Variables with Reliability Goéents

Number
Given Names of Items Alpha
Factor 1 Relationship Performance Satisfaction (REPE 10 .909
Factor 2 Overall IOR fuccess (OVIORSUC) 7 .808
Factor 3 Marketing supports thelOR (MARSUP) 3 716
Factor 4 Business Success of thHeR (BUSUCIOR) 3 717
Factor 5 FinancialBenefits of the IOR (FINBEN) 5 .707

For the independent variable group, factor one a®pl 24.2 percent,
factor two explains 16.3 percent, factor three axys 4.4 percent, factor four
explains 4.4 percent, factor five explains 3.6 petc factor six explains 3.0

percent, factor seven explains 3.0 percent of maes, factor eight explains 2.4
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percent, factor nine explains 2.4 percent, facer éxplains 2.2 percent (this
factor was excluded, see Appendix E for a detadeglanation), factor eleven
explains 2.0 percent, and factor twelve explai@&sdercent of variance. So the
number of independent variables retained for furthmalysis consisted of eleven
variables (as illustrated in table 7, Appendix B)e Cronbach coefficient alpha
of these factors ranged from .639 to .971 amongetbeen factors which were

retained for further analysis, indicating good s reliability.

Table 3.21 Summary of Independent Variables with Reliabilityefficients

Number

Given Names of tems Alpha
Factor1  Trustin the IOR (TRUSTIOR) 23 971
Factor 2  Participation in the IOR (PARTIOR) 10 .887
Factor3  Commitment to the IOR (COMITIOR) 12 .887
Factor4  Frequency of Interaction (FREINTER) 5 729
Factor5  Conflict Resolution in the IOR (CORESIOR) 3 .824
Factor 6  Organizational Compatibility (ORCOMPAT) 3 .793
Factor 7  Formalization in the IOR (FORMIOR) 7 712
Factor 8 Interdependence in the IOR (INTERIOR) 2 44.8
Factor9  Communication in the IOR (COMUNIOR) 2 715
Factor 10 Flexibility in the IOR (FLEXIOR) 4 .639
Factor 11 Coordination of the IOR (COORDIOR) 2 .708

The rationale used in naming these four factors guaded in part by the
recommendations of Comrey and Lee (1992), wherégeddiactor weights in
excess of .65 were used to “drive” the processabéling and interpreting each
factor. The present five-factor model and twelaetér model of this study were
deemed the best solution because of its conceptlalty and ease of

interpretability. For detailed procedures on hawe tfactor analyses were
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conducted, it is recommended that the reader laok@pendix E of this

dissertation.

3.8 Data Collection

In this research, researcher collected primary dataugh the survey
guestionnaires which were sent to 220 Vietnamesenational travel companies
that had relationships with Thai travel partneffie questionnaire, enclosed with
a postage paid pre-addressed return envelope,iNeasih by a representative of
each travel company. Four positions were consibierest suitable for this study:
1) director of the company, 2) chief of marketingdamarket development
department, 3) second chief of marketing and madkstlopment department,
and 4) staff in charge of marketing and market tgraent (for small travel
companies). The survey instrument had a cover pageendix C) issued by the
office of TAT in Ho Chi Minh City which introducethe project and asked for
cooperation of travel companies in providing appiedp information for the

research.

3.8.1 Survey Questionnaires

The major research objective was to identify théewheinants of the
success of inter-organizational relationships. $twey included three sections:
section one includes questions (1 to 5) about jobitions, profiles of travel
companies, and background information on the wahips. Section two
consists of 117 items which were derived from therdture and added by
researcher in order to measure overall IOR sucdesstly or indirectly. The
respondents were asked to rate the extent to wthely agreed with the
statements related to IOR success and other faati@sting IOR success. These
117 items were of the scale of marketing supporthe IOR (including six items
ranging from g6al to g6a6); the financial benefitshe IOR (q6bl to q6b6);
business success of the IOR (g6cl to g6c5); ralstip performance satisfaction
(g6d1 to g6d6); overall IOR success (q6el to q6ebkt in the IOR (g6f1 to
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g6f9); commitment to the IOR (g6g1l to g6g6); inegwdndence in the IOR (g6hl
to q6h7); coordination of the IOR (q6il to g6il@pymmunication in the IOR
(g6j1 to g6j9); participation in the IOR (g6kl t6k®); formalization in the IOR
(g611 to g616); flexibility in the IOR (g6m1 to g6y conflict resolution in the
IOR (g6nl to g6n8); importance of the IOR (g60l @o6); organizational
compatibility (g6pl to q6p7); and frequency of naigion (q7a to q7e). Section 3
included one open-ended question asking respondentgurther subjective
comments for enhancing successful cooperation legtwhe Vietnamese and
Thai tourism industry in general and between tlawer companies of the two
countries in particular. The answers to the opmted question, together with the
empirical results of this research, helped researth come up with better and
more realistic recommendations for tourism develepimand relationships
between the two countries. The survey questionsbeafound in Appendix A

(English version) and Appendix B (Viethamese verkio

3.8.2 Administration of the Survey and Response Ra

The full survey was administered in four wavesadsised by Dillman
(1978), in order to maximize the response rate préximately two weeks after
the initial mailing, a postcard reminder was senéveryone thanking the people
that responded and reminding the ones that had~oat. weeks after the postcard
a second letter and a replacement questionnaire mairled to non-respondents.
Three months after the third wave the same wasategeDillman (1978) points
out that this last mailing should generate resporsem one third of the
remaining people if done by certified mail. He rdgpothat in a specialized
population like this, the average response rat@7igercent. Due to budget
restraints, postcard and certified mail were neduis this study. Instead, email
and phone calls were used to directly approachoregmts in this research. The
data collection took place between March 1, 2010 amly 1, 2010 with the
support from the staff of TAT office in Ho Chi Mintity, and especially the
efforts and help from Mr. Huynh Dang Khoa, a margtmanager at the TAT
office in Ho Chi Minh city, who directly contactdalisy people to urge them to
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fill in and send back the survey questionnaireke flesponse rate of this research
was 51.8 percent.

Since the study sought to measure organizatioval leonstructs, data
were collected from key informants (Anderson et 4087) in the sample
organizations. The research instrument packagaswbre mailed to the 220
target Viethamese international travel companiegained the following:

1) A cover letter (Appendix C)

2) One copy of the questionnaire (Appendix B)

3) One postage-paid envelope with the return addoé the TAT
office in HCM city

3.9 Data Analysis Techniques

After the data were keyed in directly using SPS&ive 15.0, data entry
errors were checked by running descriptive andukeeqy procedures to look for
outliers through the valid maximum and minimum ‘easwf each variable, and
any reported value outside this range indicatedta dntry error that needed to be
corrected for further analysis. In addition, desore statistics such as
percentage and frequency were used to describgetteral characteristics of the
international travel companies involved in thisdstu Correlations and the
Pearson product-moment correlation coefficient walso employed in this
research to explore the relationship and the stineofythe relationships between
the group of dependent variables; marketing supportthe IOR, financial
benefits of the IOR, business success of the IGRtionship performance
satisfaction with the IOR, overall IOR success, andjroup of independent
variables representing; trust in the IOR, committhemterdependence,
coordination, communication, participation, cortfliesolution, formalization in
the IOR, flexibility in the IOR, frequency of tramgion, and age of the IOR.

The next step consisted of the recoding procedofréise reverse-worded
statements, as mentioned in Section 3.5 (the $ii#ip), where nearly half of the

items of measures of the research were reverseagard order to avoid halo
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effects/errors, which happen when an observer ateduan object in an
undifferentiated manner. All of the reverse-wordgdms in the survey
guestionnaire were than recoded with value addetiddive point Likert scale
ranging contrarily (the non-reverse-worded itemgewveoded (1) as “strongly
disagree” to (5) as “strongly agree”) from (1) tstgly agree” to (5) “strongly
disagree.”

Next, the validation and internal consistency o tjuestionnaire were
examined. In doing this, one of the conditionsetaknto consideration was that
the Cronbach alpha coefficients had to be equar toigher than .50 (Cronbach,
1951). According to Pallant (2005), ideally, theofach alpha coefficient of a
scale should be above .70. Therefore, the relwlplocedure of this research
used Cronbach alpha coefficients equal to or grelage .70 for all multiple scale
measures. Factor analysis was also conducted,easiamed in the previous
section (3.7), for testing the validity of the ma@s of the research. Afterward,
computing procedures were applied for all well-etated items as the sum to
form new variables for further analysis of the dafathe research with more
complicated techniques (e.g. multiple regressiah @ath analyses), as described
in detail in chapter five.

Multiple regression is a family of techniques tleah be used to explore
the relationship between one continuous dependanable and a number of
continuous independent variables or predictdrgis technique provides research
with information about the model as a whole andréiative contribution of each
of the variables that make up the model (Palla®®52.

For this research, the multiple regression techennyas used to find out
how well the independent variables were able tdiptehe marketing supports in
the IOR, the financial benefits of the IOR, bussesuccess of the IOR,
relationship performance satisfaction with the 1@Rd overall IOR success of
Vietnamese and Thai travel companies. Also, thshiique exactly showed
which determinant factors most affected the manketupports in the I0R, the
financial benefits of the IOR, the business succaflsshe IOR, relationship

performance satisfaction with the IOR, and ovdf@R success.
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Path analysis: In this research, path analysis, an extension ef th
regression model, was performed to test the hygethen the direct and indirect
effects of a set of exogenous/independent varighlamely trust in the IOR,
commitment, interdependence, coordination, comnatioic, participation,
conflict resolution, formalization in the IOR, fléxity in the IOR, frequency of
transaction, and age of the IOR through intervenmgables of marketing
supports in the IOR, financial benefits of the IdRsiness success of the IOR,
and relationship performance satisfaction with th®R on the main
endogenous/dependent variable of overall IOR sgccé&be effects are reflected
in the so-called path coefficient standardized esgjion coefficient (betd). The

interpretations of the path coefficients in thigdst are shown in table 3.22 below.

Table 3.22 Interpreting Strength of Path Coefficients

Coefficients Strength of Relationship
0.00 No association
0.01-10.09 Trivial relationship
0.10-0.29 Low to moderate relationship
0.30-0.49 Moderate to substantial
0.50-0.69 Substantial to very strong
0.70-0.89 Very strong relationship
0.90 Nearly perfect relationship

Source: Adapted from De Vaus, 2002: 259.
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3.10 Chapter Summary

This chapter presented an overview of the reseatekign and
methodology. Justification was provided for theicbmf survey design use, with
1) the director or deputy director of the traveingany, 2) chief of marketing and
market development department, 3) deputy chiefhef marketing and market
development department, and 4) staff is in charfjenarketing and market
development (small travel companies) as key infonaSurvey instrument
development, the pilot study, reliability and vild of measures through
Cronbach’s alpha values and factor analysis, réiseég and the survey
administration procedure, were described. A tofallb4 usable surveys were
collected from key informants in Viethamese Intéioraal Travel Companies.
Most of the measures of the study were based e gbint Likert scale in which

1 was “strongly disagree” and 5 was “strongly agree



CHAPTER 4

VIETNAM - THAILAND TOURISM COOPERATION AND
DEVELOPMENT

4.1 Introduction

This chapter provides an overview of tourism coapen and development
between Vietnam and Thailand. The first sectioscdbes the tourism industry of
Vietnam, including country overview, tourism evadut, tourism potentials, and
current tourism development. The second sectisnudses the tourism industry of
Thailand with similar points of analyses as thevymes section. Analyses of
domestic tourism, international arrivals, and teunrireceipts of Thailand are also
conducted in this section. The third section fesuen recent tourism cooperation
between Vietnam and Thailand, including a discussibtourist arrivals and receipts

of both countries during the last twenty years.

4.2 Tourism Industry of Vietham

4.2.1 Country Overview

Vietnam is situated to the east of the Indo-Ching=@nsula. Its long, narrow
territory stretches 1,700 km from north to soutkd anthe centre it is a mere 50 km
from east to west. Vietham has common borders @Géimbodia in the west, and Laos
and China in the north. Typified by very hilly teim, the country covers an area of
some 327,500 sp. km. Its varied landscape ramrges forests and mountain areas
(three-quarters of the land surface) to riverstadateas, and beaches. The coastline,

which extends for 3,260 km, has fine beaches addiElagos, stretching from the
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Tonkin Gulf to the Gulf of Thailand. Vietnam's @stape represents, in many
respects, a basic resource for the developmepuofsm products (VNAT, 2011c).

According to the General Statistics Office (GSO1@0 Vietnam had a
population of 86,210,800 people in 2008. The patman comprises 87percent Kinh
(Vietnamese), the bulk of whom live in the Red Ridelta in the North and the
Mekong delta in the South. With traditions, langes, and cultures that differ
greatly, the ethnic minorities are spread over high plateau and mountainous
regions.

Vietnam is located in the Southeast Asia monsoowe zbetween the Tropic of
Cancer and the Equator, which gives rise to a huhmahate. North Vietham's climate
is influenced by the winds of Central Asia, whidkoagive rise to pronounced winter
and summer seasons. In Central Vietnam, the clinaies from north to south. The
part of Central Vietham closest to the north ofd¢bantry is almost identical to that of
the Red River delta, whereas that part of Centiatndm closest to the south has
climatically more in common with the Mekong deltaa South Vietnam's climate is
characterized by a relatively constant temperatareainy season from May to
October, and a relatively dry to dry season fronvéober to February and February
to April, respectively. It is important to assessalistically the climatological
constraints (monsoons and typhoons) and opporésniti relation to tourism product
development from region to region. The tourist eaas from October to December
and May to June in the north; from May to Augusi danuary to April in the centre,
and May to December in the south (VNAT, 2011c).

From a cultural perspective, Vietham has much ferofisitors. It has rich
historical sites, architectural monuments, Fremabrdal architecture primarily in the
cities, and an “Indo-Chinese” cultural heritageya heritage, and spirit. Importantly,
the Vietnamese people are hospitable. The hisionieritage of this country is still
largely unknown to the outside world. The interptiein of these resources as tourism
products implies comprehensive research and sicategrketing of interesting
architecture, ancient and modern art, music, damemdicrafts (lacquer ware,
embroidery, bamboo ware, reed baskets, pottery wwoddwork), and religious
customs and festivities (VNAT, 2011c).
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This combination of natural and cultural resourftems a strong basis for the
development of a unique tourist product and hasptitential to make Vietnam an
attractive destination for visitors seeking beaohdays and those that are interested

in touring the natural and scenic locations, histptaces, and cultural attractions.

4.2.2 Tourism Evolution in Vietham

The tourism sector of Vietnam officially formed amgveloped in 1960.
During the last 50 years of formation and developimthis sector has always been
given attention by the party and the state of gesiod in determining the position of
tourism in the strategy for socio-economic develeptrof the country.

In a long period when the country was temporarilydeed, in the context of
brutal war, from 1960 to 1975, the birth of tourisvas to meet the service
requirements of delegations of the party and state visitors invited to the country
followed the protocols. To achieve this, the coln€ithe government issued Decree
No0.26/CP, dated 09/07/1960, establishing the Viatnaurism company under the
ministry of foreign trade. This company was in d®rof state management of
tourism and was made a functional office of the istig of foreign trade with
personnel of four people; in 1969 this function vi@nsferred to the office of the
prime minister and then was transferred to the shipiof public security. In very
difficult conditions of war and through many managst agencies, the tourism
industry has striven to overcome all challengesdgally expanding its tourism
facilities in Hanoi, Hai Phong, Quang Ninh, Tam D&wa Binh, Thanh Hoa, Nghe
An, etc.. The tourism sector has successfully detag its political tasks and has
safely served all visitors and a large number @&sgsi of the country, including expert
teams from socialist countries coming to help Vaetnexecute two important tasks:
to build socialism in the north and to liberate 8wuth of Vietham, leading to the
unification of the country. At the same time, tlo@irism sector also successfully
welcomed and served all travel demands and vasation staff, soldiers, army
officers, and other people during the war time (VNAR011a).

After the complete liberation of the south and taenification of the north

and the south, the tourism activities graduallyeeged throughout the country. The
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tourism sector, step by step, built an organizatiostructure and labor force,
developed a technical infrastructure, and gradupiBpared conditions to shift to
market-oriented socialism. At this stage, touristhivities occurred in the post-war
conditions of the country. All efforts focused dwaling the wounds of war,
economic recovery, and destruction of the U.S. egthaAt the same time, Vietnam
continued to fight to protect the northern borded ¢he southwest. Between 1975 and
1990, in the spirit of the country’s reunificatiathe tourism sector had done a good
job of taking over, preserving, and developing tberism facilities in provinces,
newly liberated cities, and gradually expanded lamitt new tourist facilities in Hue,
Da Nang, Binh Dinh, Nha Trang, Lam Dong, Ho Chi Mi@ity, Vung Tau, Can Tho,
etc.. The tourism sector also step by step estaali state tourist enterprises under
the Vietnam National Administration of Tourism (VNA people's committees of
provinces, cities, and special zones. VNAT washdistaed under the government
council in June, 1978, marking a new stage in tieetbpment of tourism (VNAT,
2011a).

In general, during the period from October 1992 ardy the organizational
structure of tourism industry was not really welaped and lacked uniformity of its
organizational model at the local level. In 32 ge@960-1992), the tourism sector
was transferred between ministries and changech@atonal mechanism six times.
Thus, the direction of the state management ofdoufrom the central government to
provinces, cities and businesses lacked contintiityted effectiveness, efficiency,
and the tourism sector lagged behind the tourisotose of other countries with
similar conditions. The organizational structuretlod tourism sector was not equal to
its position, role, or the development requiremeatstourism; personnel were
scattered and inheritance was lost. Prior to ttaus, on the basis of the resolutions
of the national assembly on 10/17/1992, the goveminssued Decree No. 05/CP to
re-establish the Vietnam National AdministrationTaurism (VNAT). After that was
Decree No. 20-CP, dated 27/12/1992, and Decree S8¢CP, dated 07/8/1995,
stipulating the functions, duties, powers, and oizgtional mechanism of the tourism
sector (VNAT, 2011a).
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Mechanism for tourism development policies havenbedded, creating a
good environment for tourism activities. A masté&npfor the tourism development
of Vietnam for the period 1995 to 2010 was approwsdthe Prime Minister.
Regional planning and important tourist destinatidmave been built; over 50
provinces and cities directly under the Central ament and a number of tourist
attractions and resorts have detailed plans cigpagood conditions for the
development of tourism management and the consirucif tourist investment
projects. Hundreds of tourist investment projecits \detailed plans are being carried
out urgently to create conditions to attract inmestts domestically and abroad,
contributing to the management and exploitatiotoofist resources more and more
effectively (VNAT, 2011c).

Policies and institutional foundations to promateirtsm development have
been formed and changed to suit the conditionst@mals of the tourism industry of
the world. Ordinance Tourism was launched in 199%a highest legal framework,
an important milestone confirming the role of thartsm sector and institutionalizing
the process of tourism development of the PartyState to create conditions for the
development of tourism activities with clear difens and goals (VNAT, 2011c).

In 2005, the Congress of Vietnam passed a Law amidm to regulate the
relations in the tourism field at a higher levehce again confirming the important
position of the tourism industry.

Legal documents related to tourism, such as ordegron entry, exiting,
residing, and travel for Viethamese and for foreign have been completed.
Customs procedures have been improved, creatingena@nces for guests and
investors. The bilateral visa exemption for ASEAMNizens and unilaterally for
citizens of Japan, Korea, Russia, and four Norduntries has been carried out. In
addition, visa fees have been exempted for theranodThe Impression Vietnam”
and there has been study and research for constherd unilateral visa exemption
for citizens of some other key tourist markets. isTis a proactive and positive
solution in the context of economic crisis and sraissible diseases in order to attract

international tourists and investors (VNAT, 2011c).
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In terms of tourist businesses, so far Viethamrage than 11,000 business
establishments in the field of hospitality, 758emmational travel companies, and
more than ten thousand domestic travel companiesddition, there are thousands

of families in tourist related businesses in masvmces of the country.

4.2.3 Tourism Potentials of Vietnam

Vietnam has great potential for developing touriswmith a diversity of
topography, and 75 percent of its total area i& hegnd and mountains, with a 3,260
km coastal line with hundreds of beautiful sandgidbes, a variety of ecosystems and
cultural and scenic site systems spread from theghNm the South, abundantly
profound cultures of 54 different ethnic commursti@nd six world cultural and
natural heritages: Hoi An Ancient Town (recognizgdUNESCO in 1999), My Son
(1999), Hue Ancient Capital (1993), Ha Long Bay 949 Phong Nha Ke Bang
(2003), and the Imperial Citadel of Thang Long-Ha2010). In addition, UNESCO
has also inscribed several Intangible Cultural tdges of Humanity of Vietham
including: the Royal Refined Music of Hue (2003ndaCultural Space of Gongs of
the Highland (2005), the Quam liolk song, Vietnam’s ca tru (ceremonial singing)
(2009), and the Giong festival of PHGng and Soc temple (2010), (UNESCO,
2011).

The national park system, natural conservationsare@sphere reserves on
the mainland, and offshore islands are importargedafor sustainable tourism
development of Vietham. Pursuant to decision N&/AQ03/(P-TTg dated
17/9/2003 of the Prime Minister, Vietnam has 30iaratl parks, 69 biosphere
reserves, 45 landscape protection areas, 20 dweatnpirical research areas, four
world biosphere reserves, and one regional biogpheserve of ASEAN (Ba Be
National Park) with a protection area of 2,549,6igstares (Dung and Yen, 2008).
This area is reserved at about 90 — 95 percentlifa@rsified biological resources,
including groups of fauna and flora species, vdei@nd rare animals, and endemic
species of tropical forest. According to Luong@2p Vietnam is ranked one of the

sixteen countries which possess the highest bicgltye in the world, with
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approximately 13,766 species of flora and 7,740ciggeof fauna. Among these
species ten percent are endemic.

Geographically, Vietham occupies the eastern portad the Indochina
peninsula, facing the East Sea (South China Sed)thee land is defined by two river
deltas, that of the Red River in the North andNfekong in the South, separated by a
long narrow strip bordering the sea and backedbyCentral Highlands. Both of the
river deltas are extremely fertile and are the tgtmlargest rice-producing areas.

In 1991 a tourism development master plan for toeidlist Republic of
Vietnam was published by the World Tourism Orgatiizra(WTO) in collaboration
with the United Nations development plan. Accorditg the World Tourism
Organization (WTO) master plan (VIE/89/003), Viatnaas four “poles” or regions
that offer substantial market potential for touridavelopment (WTO, 1991).

Tourist region 1: Hanoi, Ha Long, and Dien Bien Phu. Hanoi, adrist
capital city with a long history (since the ™.tentury), is still recognizable in the
urban morphology. It has an attractive locatiothi@ Red River basin. Ha Long Bay
and Hai Phong comprise a major port area in théhnand there are also several
beach resorts such as Do Son, Cat Ba Island, HamnglGe Hanoi - Ha Long - Dien
Bien Phu tourist region is characterized by a dmastwith karst limestone outcrops,
and many islands that are attractive for sea eixanss In addition, Dien Bien Phu, a
village in the northwest, is a French military b&ge site and is considered an
important tourist attraction of the region (WTO 919.

Hanoi was founded in 1010 AD, a historic heartha hation, long providing
the cultural nexus that has shaped the nationabctea. The city was built around
several lakes that, together with characteristialsparks, tree-lined boulevards and
French colonial architecture, make for an attra&ctolestination. A number of
venerable temples top the sightseeing list, aloitig Mo Chi Minh’s mausoleum.

Ha Long Bay is one of Vietnam’s most scenic arsasne 160 km east of
Hanoi, and it comprises an archipelago of some®@ifidnds and oddly-shaped karst
outcrops that produce a stunning and unforgettsddescape. Many of the islands are

honeycombed with beautiful grottoes, the fineshahe huge Dau Go Cave which,
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with its superb stalactites and stalagmites, wasagpiately named by the French
Grotte des Merveilles, “Grotto of Wonders.”

Tourist region 2: The historical site of Hue, Da Nang, once the engd
capital, with a citadel, enjoys a situation alonghwSong Huong (Perfume River).
Now in a state of renovation (with UNESCO suppdfie name Da Nang conjures up
images and memories of the American troops landing965. The Hue-Da Nang
tourist region is also known for its tropical beaatea and cultural heritage, for
example, the Buddhist monastery (WTO, 1991).

From 1802 to 1945, when it was the capital of tlgeiyén emperors, Hue was
the most beautiful, most cultured city in the entaountry. In spite of suffering
severe damage during the war between America amdnam, Hue still holds
considerable sightseeing possibilities, includimg temains of the Forbidden City, as
the former palace complex of the emperors was knagnwell as a number of
impressive imperial tombs that are extensive mea®rcombining monumental
architecture with attractive landscaping. The ,clocated in central Vietham, also
inspires accolades for its beautiful setting onltheks of the Perfume River (WTO,
1991).

Da Nang is a large and lively port city lying juster 100 km south of Hue; it
is noted for its Cham Museum, which houses the di®finest collection of Cham
stone carvings dating from thd" 7o the 1%’ century. On the outskirts of town is
Marble Mountain, actually five limestone peaks, wha& series of grottoes were
transformed into holy shrines a long time ago. ioaintain also provides panoramic
views of the beach (WTO, 1991).

One of Vietnam’s most historic towns, Hoi An, 30 kaouth of Da Nang, was
a noted seaport as far back as tifecBntury. Its era of greatest prosperity, however,
was between the T5and 14 centuries when European, American, and Asian ships
called at the port to purchase high-grade silk@heér exotic cargoes (WTO, 1991).

Hoi An was eclipsed by Da Nang as a port and cesft@ommerce early in
the present century. With temples, old merchamisises and many other venerable
structures miraculously preserved, parts of thentappear today much as they must

have been a century or more ago (WTO, 1991).



123

Tourist region 3: Nha Trang-Dalat. Tourist resources in Nha Tramg a
strongly based on the attractive coastlines andche=a and hot springs, in
combination with Dala,t which has been redesignated health centre (since 1893).

Nha Trang is the capital of the Khanh Hoa provinceated in the south and
about 450 kilometers to the north of Ho Chi MinhtyCiThis place is quite popular
among the several tourist destinations in Vietnaire city has grown to be a very
popular holiday destination, which bring touristsni different corners of the world
to the best beach that one can find in Vietnam.whele town area has a wonderful
setting. There are paddy fields and small mountlirsround (WTO, 1991).

Most of the tourists come here because of the Bebbeaches, since they are
the perfect place to relax during the holidays. e Hay of Nha Trang is the 29
member of the most beautiful bay club of the worldha Trang has some of the best
sites for diving. People go there for snorkelingl acuba diving as well. Plenty of
adventure sports activity sites are located inplis of Vietnam (WTO, 1991).

There are many Nha Trang attractions that includamaber of religious sites,
historical sites, museums and natural scenic sgtsell. The popular attractions of
Nha Trang include the National Oceanographic Musethe Alexandre Yersin
Museum, Long Son Pagoda and Po Ngar Cham Towers, et

The city of Dalat is a very popular place in Viemarhis is also referred to as
the city of Eternal Spring. Dalat in Vietnam is @mmportant city of the Lam Dong
province. This is located in the central highlanf¥iethnam, about 300 kilometers to
the north of Ho Chi Minh City. The city is very pgdpr among the several tourist
destinations in Vietnam. It gets lots of visitolsast all year round (WTO, 1991).

Tourist region 4: Ho Chi Minh City and surroundings. Ho Chi Minhtgi
situated in the Mekong delta, offers possibilities river cruises and in addition has
potentials for urban tourism development. Ho ChiniMis a livelier and more
modern metropolis than Hanoi, being Vietnam’s latgaty and commercial centre.
Sights are mostly limited to a number of pagodas the Historical Museum, while
fascinating day excursions can be made to Cu Chiasa network of underground

tunnels constructed by the Viet Cong during the betiveen America and Vietnam,
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and to Tay Ninh, famous for its fabulously desigmathedral of the Cao Dai faith
(WTO, 1991).

Immediately south of Ho Chi Minh City is the Mekonglta, vast flatlands
criss-crossed by the Mekong’s nine branches anézemf canals. Riverine town,
villages, floating markets and paddy fields alleofriews of traditional lifestyles in a
setting of exceptional geographical interest.

The Mekong delta region is located in the lowettisacof the Great Mekong
River and is in the south of Vietham bordering HENYy to the north, the gulf of
Thailand and Cambodia to the west and south, aadEtst Sea to the east. This
region has 370.7 km of coastal line and many nwaeuths which are convenient for
boat and ship transportation. This region is alsottansition area between the Tay
Nguyen Highland and the plain area. The topograghgtiversified with a large
fertile plain of immense rice fields and tropicaldsts. The unique landscape of the
Mekong delta and the southeast region is good mdy dor socioeconomic
development, but also for sustainable tourism dgraknt in general, and especially
ecotourism development (WTO, 1991).

The Mekong delta region is famous for its immengehile rice fields and it
is considered as the breadbasket of Vietnam, pmguenough rice for the entire
country with a sizeable surplus leftover. In audif it is famous for the diversity of
tropical flowers and fruits in numerous fruit gande where warm weather favors
year-round tree growth. Tourists can walk in gasdenjoying fresh fruits and the
peaceful life closely associated with the riverBhere is a diverse watery ecology,
with many green islets and mangrove forests. Tditout the region, there are many
popular attractions such as the Vinh Trang Pagblai, Son Island, Dong Tam Snake
Farm (Tien Giang province), Ba Tri bird Park, Phusigt (Ben Tre province), Binh
Hoa Phuoc Islet (Vinh Long province), Cai Rang FElog Market, Phong Dien
Floating Market, Bang Lang Bird Park (Can Tho citiga Bay Floating Market
(Hau Giang), Ha Tien Beach, So Mo Grotto (Kien @jgnDoi Pagoda, Dat Set
Pagoda (Soc Trang province), Tam Nong Bird Parkn@@®hap province), U Minh

Forest (Ca Mau province), etc. U Minh Forest, tindy glace in Vietham with the
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typical ecology of a submerged cane forest (Dongpyhhas an area of 700,000 ha

located within two provinces, Ca Mau and Kien Giang

4.2.4 Current Tourism Development of Vietham

Tourism in Vietnam has taken off well. Since thé&raduction of Doi Moi
(Reform) at the end of the eighties, and the suls@cpdoption of open-door policies
and looser entry regulations, the number of visitaas skyrocketed, and from 1990 to
2008 the tourism sector has maintained a very ggoavth of two digits.
International tourists increased 17 times, from ,@80 visitors (1990) to
approximately 4.3 million (2008), and 5,050 milliean2010, increasing 34,8 percent
compared to 2009. Domestic tourists estimateddeease 20 fold from one million in
1990 to around 20.5 million in 2008, and this upvitend is expected to continue in
the years ahead (around 5.5 to 6 million by 2019@@t surprisingly, tourism is how
the country’s fastest growing economic sector, \aithaverage annual growth rate of
more than ten percent and an important generatgolad, income, and foreign
exchange. It plays a major part in the country'stanable development strategy
(VNAT, 2011b).

Regarding tourism receipt, receipt from tourism wesdimated at 70,000
billion VND (about USD 3.8 billions) in 2009. Thadustry attracted 47 tourism
projects invested directly from FDI capital withetamount of more than USD 1.8
billion in 2007. This made for an approximate gtowf 200 percent compared to
2006. In 2007 the amount was USD 2.1 billion, withtourist investment projects.
There were only 28 projects approved in 2008, hatotal value came up to 9.2 USD
billion, more than five times more than the prewyear.
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Figure 4.1 Numbers of Annual International and Domestic Tdaris

Source: Vietnam National Administration of Tourism, 2010.

In terms of tourism revenue, tourism brings larged larger income to the
society. Tourism activities attract the participatiof all economic sectors and all
social strata, not only bringing revenue directiytburism-related businesses, but
also indirectly to related industries, exports potsand generating income for local
communities. The rapid growth rate of income shdtlved tourism income in 1990
reached 1,350 VND billion, but in 2009, that numles estimated at more than
70,000 VND billion. This amount is over 50 timasder.

In the last ten years (2000-2009), social inconmenftourism reached an
annual average of a 20 percent contributing rat¢hef GDP growth, from 1.76
percent in 1994 to 6.5 percent in 2008. Tourismonis of five branches which have

the largest foreign-currency income of the countvigh USD 4.05 billion in 2009,
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accounting for over 55 percent of export serviceBhis number increased by

approximately 10 percent compared to 2008.
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Figure 4.2 Annual Tourism Receipts of Vietnam (1990 — 2009)
Source: Vietham National Administration of Tourism, 2010.

In terms of tourism investment, according to VNAZO010), during 11
months of 2009, there were 31 investment projecthe field of hospitality which
were approved, with new registered capital of miben USD 4.979 billion, and
eight other projects registered to increase capitdl an amount of newly-added
capital of USD 3.8 bhillion, bringing the total oéwly-registered capital and newly-
added capital in the field of accommodation andifservices up to USD 8.8 billion
dollars, accounting for about 44.7 percent of tdtakign investment capital in

Vietnam.
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4.3 Tourism Industry of Thailand

Situated at the crossroads of the East and the,\&edtamong the ancient
cultures of India, Cambodia and China. At preséwg historic and natural places
have been named World Heritage Sites by UNESCOsd hee: 1) the Historic City
of Ayutthaya and Associated Historic Towns (192))Thungyai - Huai Kha Khaeng
Wildlife Sanctuaries (1991), 3) the Historic Towrd 8Sukhotai and Associated
Historic Towns (1991), 4) Ban Chiang ArchaeologiSite (1992), and 5) the Dong
Phayayen - Khao Yai Forest Complex (2005). Thailendlso well known for its
unique and well preserved customs and the gendesfats people (UNESCO, 2011).

After 40 years of promoting tourism in Thailande tiiourism Authority of
Thailand (TAT) has begun eyeing neighbors in theeloMekong river basin, Laos,
Vietnam, Cambodia, Burma, and other countries & Sloutheast Asian region, for
more exciting destinations and to promote Thailasdthe regional tourism hub.
Bangkok is known as the central hub city for towri® Southeast Asia and millions
of people visit or pass through Bangkok on theirywia the many neighboring
countries as well as to popular domestic touristidations throughout the country.

According to Oppermann and Chon (1997), Thailarsllbe®en referred to as a
success story in tourism development and marketnyis considered a benchmark
for policymaking on air access to the region (Limgan, 1999; MTPDP, 2001-2004)
and infrastructure development (McKinsey and Compa02).

4.3.1 Country Overview

Thailand is the natural gateway to the Greater MgkBub-region because of
its location in the center of Southeast Asia, vatlasts on the Andaman Sea and the
Gulf of Thailand. Its shape and geography are divitto four natural regions: the
mountains and forests of the North; the vast rielel$ of the Central Plains; the semi-
arid farm lands of the Northeast plateau; and thygical islands and long coastline of
the peninsular South. Thailand borders Myanmar rfigrto the northwest, Laos to
the northeast, Cambodia to the southeast and Mal&yshe south. There are four

distinctive regions; namely: Central (Bangkok) dfakst Coast; Southern; Northern;



129

and North Eastern, each with its own unique natamal cultural attributes. The total
area of Thailand is 514,000 knincluding 2,230 krf of water and 511,770 Knof
land (TAT, 2011).

The country comprises 76 provinces that are furtihaded into districts, sub-
districts and villages. Bangkok is the capital @atyd centre of political, commercial,
industrial and cultural activities.

The population of Thailand is 65,068,149 (July, 2@3t.), eighty percent of
which are ethnic Thais, ten percent Chinese, farcgnt Malays plus Lao, Mons,
Khmers, Indians, and Burmese - reflecting the agtsitong history at the crossroads
of Southeast Asia (TAT, 2011).

Thailand enjoys a tropical climate with three distiseasons: summer from
March to May, rainy with plenty of sunshine frormé&uto September, and cool from
October to February. The average annual tempere@8 C (83 F).

Language: Spoken and written Thai are largely nmm@hensible to the
casual visitor. However, English is widely undecst at tourist attractions,
particularly in Bangkok where it is almost the mapommercial language. English
and some European languages are spoken in mods,hstbeps and restaurants in
major tourist destinations, and Thai-English road atreet signs are found national
wide (TAT, 2011).

Thailand embraces a rich diversity of cultures &aditions. With its proud
history, tropical climate, and renowned hospitalitye Kingdom is a never-ending
source of fascination and pleasure for internatiisitors.

Each of its four major regions offers a distinctesgerience for the traveler in
search of discovery. Misty mountains in the nottkl®r verdant valleys and exotic
hill tribes, while in centers like Chiang Mai tréidnal customs and crafts have been
preserved over generations. Along the picturesgasttines of the east and south lie
some of the world's most beautiful beaches andludfe islands, each with its own
beauty. Scattered over the northeastern plateasugrerb Khmer monuments from
the time of Angkor Wat and natural parks teeminghwiild life. In the Central
Region can be found the evocative ruins of anciEm&i capitals and bustling

Bangkok, with its dynamic and countless pleasufési( 2011).
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4.3.2 Tourism Evolution in Thailand
The evolution of tourism in Thailand can be dividetb four main periods

described as follows:

1) The Beginning of Modern Tourism (1850s — 1950s)

According to Meyer (1988) and Li and Zhang (199Qdern tourism
in Thailand began in the 1850s when the Thai ki(lama IV and Rama V)
encouraged international trading in the nation.relgm trade brought Thailand not
only flows of capital, but also a flow of investpteaders, and occasional tourists. In
the late 19 and early 28 century, Kings Rama V, VI, and VII traveled thenidoon
royal visits as well as invited European aristacrand dignitaries to Bangkok.
Besides improving the development of internatigp@icies, those activities made the
country known as a tourist destination. After tlaaistocrats and foreigners began to
travel to Thailand on holiday. This highlightectfact that Thai kings and the royal
family played a significant role in promoting togm development in the early period.

Despite the end of the absolute monarchy in 1982tdurism industry
continued to grow, as the government and throrlessipported unrestricted tourism
development (PSDR-LIPI, 2004). Up to World War(1B39 — 1945), the colonial
travelers with political power and economic intésesotably the French and British,
became another important group of tourists thatedsThailand. They used Bangkok
as a convenient stopover en route to the colonizeshtries in the Southeast Asian
region, including Burma, Malaysia, Laos, and Canid¢Meyer, 1988). Guesthouses
and hotels were constructed in the country - mastlgangkok - in response to the
demand for lodging. Most of these facilities wesmall and operated by ethnic
Chinese, while a small number of high-class progenvere developed by the royal
families to accommodate mainly aristocrats (Li Zhdng, 1997).

2) Tourism during the War between America and haet

The direct engagement of US military in Vietham@29- 1975) had a
profound effect on the development of tourism inaildnd. The presence of
American forces boosted the development of an skterentertainment industry in

the country.
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Located in the surrounding areas of every US mylithaase was a
“pleasure-belt” comprised of restaurants, bars, sage parlors, nightclubs, and
brothels (Li and Zhang, 1997). These establishendatl to the upgrading of
infrastructure for the later expansion of tourisBuring this period, Thailand was a
destination for thousands of American servicemeat Were based in Vietnam and
took their regularly scheduled five-day “Rest aneciRation” (RandR) leave. These
RandR troops soon became a major part of the ggpwumber of tourists in the
country. Between 1966 and 1971, their expenditacepunted for one-third of the
total revenues from overseas visitors and exced@gaercent of the country’s export
income (Meyer, 1988).

The expansion of tourism during the 1960s provolkedbstantial
growth in Bangkok’s service sector. Despite thek laf direct coordination with the
government, the early entertainment precincts teénibe concentrate in the areas
around New Road, south of Krung Rattanakosin, alinegChao Phraya River, or
along Ratchadamnoen Road. Local entrepreneursj@nt venture enterprises
capitalized on the influx of tourists, businessmand RandR troops, consolidating
these entertainment and hotel precincts and expgmaio Sukhumvit (Askew, 2002).
The number of hotel rooms in Bangkok increased f&y641 in 1964 to 8,736 by
1970, giving rise to claims that there were too ynaotels in the city (Donner, 1978).

The increasing importance of the service sectorahsignificant effect
on the socio-economic structure of the countrynaitt only contributed to the social
and economic interdependence between the rulinganyilelite and the Sino-Thai
commercial elite in the society, but also chandedsocial relationships even in farm
families (PSDR-LIPI, 2004). Young women and megnated to Bangkok and other
major destination cities to work as waiters andingases, bartenders and hotel clerks,
tour guides, souvenir shop clerks, prostitutesrandseuses (Wyatt, 1988).

3) The Tourism Boom Period (the 1980s — the mi@0%9.

Since the end of the war between America and VimtriEhailand has
experienced tremendous growth in its internatiooatism industry. The departure of
the US military personnel led to a shift in the aypf tourists in Thailand, from

American to Japanese, Arabian, and European \ssitghile tourist services have
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changed in response to the new visitors’ particm@eds. The quality of tourist
services has diversified as a result of the ine@asimber of travelers. Several high-
end amenities, such as hotels, travel servicedusxe clubs, and golf courses, are
now available. The Thai government had recognthedeconomic value of tourism
since the late 1970s, so the industry was incotpdranto the Fourth National
Economic and Social Development Plan (NESDP). gdel of this first Five-Year
Tourism Development Plan (1977 — 1981) was to ptentourism as a source of
foreign exchange earnings and to reduce the tradfieitdof the country (Meyer,
1988). In 1979, the Tourism Organization of Thadavas upgraded to the Tourism
Authority of Thailand (TAT), which gained the autlig to invest in developing
infrastructure and facilities for tourism, and t@mote tourism in the country (PSDR-
LIPI, 2004).

In the 1980s, a series of tourism promotion cammlgunched by the
government and TAT were extremely successful, ealhethe “Visit Thailand Year”
campaign in 1987 (Li and Zhang, 1997), which stexed annual increases in visitor
arrivals of 20 percent through to the end of thetadle (Hall, 1997). From 1980 to
1995, the number of international arrivals increlaaleout three fold, from 1.9 million
to 7 million, with tourism receipts rising from $Bénillion to $7.2 billion (Weaver,
1998). The year of 1982 was marked as a turnimgt ffar the Thai tourism industry
as its revenue became, for the first time, theelstrgoreign exchange earner (TAT,
2004). In response to the great demand for hateins in the 1980s, the Thai
government introduced various tax incentive pofidie promote hotel construction.
Consequently, the hotel industry experienced a bat@ima 44 percent room increase
between 1986 and 1990 (TAT, 2004).

4) Tourism in the Z1Century: the Bust and Recovery Period

(1997 — 2007)

As a result of the Asian economic crisis, the Tg@avernment had to
devalue the Baht on July 2, 1997. The value ofTthai currency rapidly plunged
from 25 Thai Baht/per US$1 to 55 Thai Baht/per US&iusing the value of revenues
from tourism to drop from $8.6 billion in 1996 te93 billion in 1998—a fall of 31
percent. Initially, the government and TAT expedctdat the country would be
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attractive to international tourists due to its wetompetitive exchange rate
(Kunarucks, 2002). TAT (1998) even claimed that, this time of unstable regional
currencies, tourism may provide one of the meanwltigh financial stability can be
assisted. Given the centrality of tourism to masgyional economies, now should be
the time for proactive economic policies to redrdss downturn.” However, as the
economic crisis spread to nearby countries in As@yuding Japan and Korea, which
were Thailand’s major tourism markets, their expgohs were not met (Kunarucks,
2002).

To return the tourism industry back to its leadstigtus as the top
foreign exchange earner, the TAT launched the “Antad hailand 1998 — 1999”
advertising campaign, which was recognized as dmleeomost successful marketing
strategies of TAT (Ardhana, 2004). The combinatainthis campaign and other
factors (e.g. the cheap Thai Baht, the cooperaélationship between the public and
private sectors, and the relaxation of rules andulegions by the Chinese
government) attracted more than 16 million overseasists and generated 580
million Baht (about US$15.5 million) between 199&1a999 (TAT, 2004).

From 2000 to 2002, Thailand continued to enjoy gnewth of its
tourism industry. The 10.8 million internationaisitors in 2002 represented an
increase of 26 percent— to 10 million—due to thentdebacles of the SARS (Severe
Acute Respiratory Syndrome) pandemic in Asia amdithq war. The sharp declines
forced the government agencies to respond actiaety effectively to the crises in
order to bring back as much business as possiliie. TAT, in cooperation with Thai
Hotels Association, Association of Thai Travel AgenThai and other industry
groupings launched various recovery campaigns, ssclhailand Smiles Plus, the
Big Smile Card, and the annual Grand Sale. ThrougR003 and 2004, TAT also
maintained its strong marketing focus on attractopgplity tourists,” those with high
purchasing power and potential for long averagesssta In addition to TAT's
campaigns, a series of multilateral meetings, athvkhe crises were analyzed and
addressed from different perspectives, were held dmveral international
organizations. Other responses from the Thai gowwent included the offering of
US$100,000 to any tourists who could prove thay there infected with SARS while
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in Thailand, the offering of special low interesahs to small and medium enterprises
(SMESs) affected by the crisis, and the approvduafis for short- and medium-term
campaigns launched in different markets in the arhofi500 million Baht (US$12.6
million) (Bangkok Post, 2003).

Due to the rapid response mechanisms and effectlaboration
between the public and private sectors, in 2004,nilimber of international tourists
increased by about 16.5 percent to 11.65 milliorsjite of various internal and
external crises (e.g., the unrest in the far sofithe country, the avian flu outbreak,
and rising oil prices). The country’s tourism reue increased by about 40 percent,
from US$6.7 billion in 1999 to US$9.4 billion in @0 (TAT, 2011).

4.3.3 Tourism Potentials of Thailand

Thailand is considered a multi-faceted destinatiith a rich cultural heritage
and diverse landscapes of great natural beautpm Fhe glorious ruins of ancient
cities to the excitement of dynamic modern BangKakn the lush forested hills of
the north to the white sandy beaches and tropstahds of the south, from sporting
options to shopping, dining and fun-filled entantaent, the Kingdom offers a variety
of things to do and see (TAT, 2007).

1) Central and East Coast

There are 26 provinces that make up Central ante&a$hailand, and
Bangkok is one of them. Geographically, this isilemal’s heartland, extending from
Lop Buri in the north and covering the rice bowltbeé Central Plains around the
Chao Phraya River. Further south, the area embtheesast and west coasts of the
upper Gulf of Thailand (TAT, 2007).

The 26 provinces of Central and East Coast are Brang, Bangkok,
Chachoengsao, Chai Nat, Chanthaburi, Chon BuricKamaburi, Lop Buri, Nakhon
Nayok, Nakhon Pathom, Nonthaburi, Pathum ThanitdPladuri, Phra Nakhon Si
Ayutthaya, Prachin Buri, Prachuap Khiri Khan, Ratotri, Rayong, Sa Kaeo, Samut
Prakan, Samut Sakhon, Samut Songkhram, Sarabug,Bsiri, Suphan Buri and Trat
(TAT, 2007).
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The central and east coast is Thailand’s mosidddarming areas with
a wide-ranging landscape of paddy fields, orcharu$ plantations. More than 1,000
years ago Thai settlers moved from the north, giiylueplacing Mon and Khmer
influences and establishing communities at Lopre¢@ind east coast of Buri then at
Sukhothai, before founding a kingdom that lasted $é&ars with Ayutthaya as its
capital. When the Burmese destroyed Ayutthaya i6717%he capital moved to
Bangkok (TAT, 2007).

The central region has a dramatic history, andhéstage of ancient
temples, battlefields and ruins and two capitalyutthaya and Bangkok, are a
continuing fascination for visitors. The east andsivsea coasts at the region’s
southern end also draw huge numbers of visitorsyeyesar. Bangkok residents spend
long weekends enjoying the relaxing seaside atneysphvhile holiday-makers from
around the world discover the delights of the ttapbeach life (TAT, 2007).

Bangkok has beethe Thai capital for more than two centuries. It has
in the last 20 years undergone more change thanyabther period during its history.
The ultimate impact of it all is that the city i®w better than it has ever been -
greener, more comfortable, and faster and easigettaround. Likewise, the options
for shopping, dining and entertainment have vasganded in the last couple of
decades. Amazingly, at the same time as developgga thoroughly modern
metropolis, Bangkok has succeeded in preservinguments to its traditional
oriental splendor. It is still a city of templesdapalaces, of golden spires and orange-
tired roofs, of saffron-robed monks and serene Baddages. Classic sights, most
famously the Grand Palace and Temple of the EmeBaddha, remain as
magnificent as ever (TAT, 2007).

Set in the heart of the Central Plains that exteorth from Bangkok,
Ayutthaya provides an intriguing glimpse into arggos past. Founded in the ™4
century, it was the nation’s capital for more th&0 years until its destruction in
1767. During the height of its power, it rankedlseslargest, most magnificent city in
the Orient, as witnessed today in the extensivesraf numerous temples and palaces

that are now preserved as a World Heritage Sitel(T2807).
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On the eastern side, 400 kilometers of coastliniengkfrom Chon Buri
to Rayong with some of the finest beaches in AB&taya, with an enormous range
of resorts, hotels, and guesthouses, is its celfity@u are seeking a more relaxing
experience, travel further down the coast to Rayonglo Samet, and the lovely
islands of Ko Chang National Park near the Cambyoldader.

Pattaya is situated just a 2-hour drive from Barkgkt is famous for
being an international playground in the sun. k@@ wide bay and a long sweep of
beach, it is a seaside resort with city status,goes all out to offer a huge variety of
sporting and entertainment opportunities both an whater and on land. By day,
Pattaya is alive with water sports action, whileneonight-time the place is equally
active as vacationers flock to the resort's nebrbhrs, discos, nightclubs, and
restaurants (TAT, 2007).

On the west coast, the resorts of Cha-am and Hua dffiract
international travelers who prefer their more sepbated yet laid-back atmosphere.

Far from the sea in the northwest of the regiddaachanaburi, whose
forested mountains, waterfalls and caves, natipagks and wildlife sanctuaries on
the border with Myanmar provide some of ThailarzBgutiful scenery.

2) The North

The North is the birthplace of the earliest Thaiil@ation and has
many sites of archaeological and cultural interdkirthern people are famous for
their courtesy and hospitality, and the regionls® anoted for its variety of cultural
traditions. Many tourists from the surrounding prees converge on Chiang Mai for
the annual Songkran Festival, and to SukhothdidoKrathong (TAT, 2007).

The North falls into two distinct areas, the plaofsthe lower north
from Nakhon Sawan to Sukhothai, and the mountaingyeer north leading to the
borders of Myanmar and Laos. The mountain rangemgalthe borders are
breathtaking, with waterfalls and fast-flowing nigedeal for rafting. They are also
the home of many ethnic hill people (TAT, 2007).

The region has three seasons, hot from March to, May from June
to November, and cool from December to FebruaryghHip in the mountains,

though, “cool” may often mean extremely cold.
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The Thai nation had its origins in the North, itycstates that were
gradually incorporated into the Lanna kingdom cexttein Chiang Mai. Sukhothai
became the first capital of Thailand, but the iaflae of the Lanna states of Laos and
Myanmar can be clearly seen in the architecture @ndine of the North (TAT,
2007).

The nomadic hill people of the region pursued th@awn course,
moving back and forth across frontiers. There axensain tribal groups, Karen,
Hmong, Lahu, Mien, Akha and Lisu, each with its owmque customs and clothing.
Today, they are settled in villages on the moussides, a great attraction for travelers
(TAT, 2007).

Most overseas visitors make for Chiang Mai, thehen capital, as a
base for visiting ethnic tribes, soft adventurewatats, and shopping. Further north
still, Chiang Rai and Mae Hong Son are centersrdfting, trekking, and tours of
tribal villages. To the south, the Historical Paak Sukhothai is an essential
destination for all those wishing to discover matsout the history and culture of
Thailand (TAT, 2007).

Chiang Mai is located some 700 km North of Bangkakd is
pleasantly situated on the banks of the Ping Rivieris Thailand’s second city, a
centre for tourism and commerce, as well as artiadigateway to Yunnan and Lao
PDR. Founded in the late i2entury, Chiang Mai is a treasure trove of venlerab
temples, fascinating for their distinctive NortheFhai architectural style and rich
decorative detail. The city is equally famous ifsrwealth of traditional handicrafts,
in silk, wood, silver, ceramics and more, which e=kChiang Mai a veritable
shopper’'s paradise. In addition, beyond the higledted hills and idyllic river
valleys, the traditional villages of the colorfullttribe people are unique features of
the landscape (TAT, 2007).

As a historic town, established in the™@&entury, Chiang Rai is the
perfect base for exploring Thailand’s far north.neTquiet charm of the town is
matched by stunning surroundings. Two high fokgteaks, Doi Mae Salong and
Doi Tung, are located just a few kilometers nortithe town and both afford easy

access into quite spectacular hill country dottéth Will-tribe villages. Beyond is the
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ancient town of Chiang Saen, on the banks of th&ddg River, and the famous
“Golden Triangle,” where the confluence of the Megcand Ruak Rivers form the
border between Thailand, Myanmar and Lao PDR (TZ007).

Sukhothai was the cradle of the Thai nation. Hareg landscape of
low wooded hills on the northern border of the @a&rPlains, the first capital city was
founded in the 18 century. Today, the superb ruins of Sukhothaipaeserved in an
immaculately kept historical park that is a Worléritage Site. According to TAT
(2011), Sukhothai covers an area of some 70 sduar@re the ruins of more than 20
major monuments that offer wonderful insights ittie art, architecture, and religious
faith that still defines the Kingdom today (TAT,&0.

The 17 provinces that comprise the North are Chiag Chiang Rali,
Tak, Kamphaeng Phet, Lampang, Lamphun, Mae Hong Bakhon Sawan, Nan,
Phayao, Phetchabun, Phichit, Uthai Thani, PhitsdquPhrae, Sukhothai, and
Uttaradit.

3) The Northeast

Situated on the Khorat Plateau, Northeastern Timcils the most
traditional part of the country, where rural vilesydot the landscape and colorful
festivals punctuate the agricultural year. Virtpdahe whole of the area’s Northern
and Eastern limits are bounded by the Mekong. Vast plateau covering nearly one
third of the country is usually known as Isan. Xtemds northwards to the Mekong
River, which divides Thailand from Laos, and to swmith, and it ends at the Dong
Rek mountain range along the border with Cambotdar ( 2007).

It is known to be an arid region with soil of poguality, but for
tourism, Isan is one of the country’s most intrigyidestinations with many Stone
Age and Bronze Age dwellings and artifacts, an@sa\significant temples that are a
legacy of the great Khmer empire (TAT, 2007).

The sandstone shrines are popular tourist attragtiparticularly the
superbly restored sites at the historical park®loimai in Nakhon Ratchasima and
Phanom Rung in Buri Ram. The great temple compld«hao Phra Viharn in Si Sa
Ket on the border with Cambodia is now accessibleigitors after a long period of
isolation (TAT, 2007).
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The Bronze Age settlements at Ban Chiang in theipce of Udon
Thani provide fascinating evidence of the worklté tocal potters some 5,000 years
ago. The red and white pottery with characteri$tregerprint” designs is thought to
be the first earthenware vessels known to man (T280;7).

Two of Thailand’s best-loved national parks, Khaai,Y°Phu Kradung
and Phu Rua in Loei, are in Isan. Other major etitvas include the villages in
Khorat and Khon Kaen, where beautiful local silkvisven by hand (TAT, 2007).

Isan is a comparatively poor region whose main nmeois from
agriculture, and many of the younger people inwitlages migrate to the city. But
Isan folk have a distinctive character and diasext a vigorous culture, with their old
traditions still reflected in the many festivalsqure to the region (TAT, 2007).

With its strategic position bordering Laos and Cadif, Isan has in
recent years risen to become a useful startingtgoin adventurous journeys to
destinations along Mekong River. There have beeportant developments in
infrastructure to accommodate what is expectedta boom in tourism.

Nong Khai, site of the Friendship Bridge that lirnkisailand and Lao
PDR, is a charming, relaxed town with a handfuindéresting temples and fine river
views. A little to the South lies Udon Thani, ajoraegional hub and also the nearest
city to the prehistoric site of Ban Chiang, a Wddedritage Site (TAT, 2007).

A road bordering the Mekong runs from Nong Khaithe riverside
provincial capital of Nakhon Phanom, which commasdperb views across the
Mekong to the mountains of Lao PDR. Nearby is Piirat Phanom, one of the most
revered Buddhist sites in the Northeast. A jourhether sough along the riverbank
leads to Mukdahan, a pleasant little town with deoé river views. It is also the site
of a proposed bridge over the Mekong to link widiv&nakhet in Lao PDR (TAT,
2011).

Travel in the region has been improved by domesiitines with
regular flights to regional airports; and it is fenger impossible to find luxury
accommodation, especially in the large provincesKbbn Kaen, Udon Thani
Nakhon, Ratchasima, and Ubon Ratchathani (TAT, R011
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The Northeast consists of 19 provinces: Amnat Gihar@uri Ram,
Chaiyaphum, Kalasin, Khon Kaen, Loei, Maha Sarakhashukdahan, Nakhon
Phanom, Nakhon Ratchasima, Nong Bua Lamphu, Nongi,KRoi Et, Sakon
Nakhon, Si Sa Ket, Surin, Ubon Ratchathani, UdoarThand Yasothon.

One of the largest of the northeastern provincdspnURatchathani
presents a fascinating blend of cultural and hisabisights, while outside town, the
eastern edge of the province borders the Mekorigrdiig scenic drives to several
local beauty spots both along the mainstream amdifim tributary.

4) The South

This region extends southward along a narrow perarging between
the Andaman Sea on its west side and the Soutra(en on the east. It is a rich land
in terms of the abundance of its natural resourtesfertility of its soil, the diversity
of its people and its commercial viability (TAT, @D).

The South is made up of 14 provinces, from Chumphaotihe north
down to the Malaysian border 1,200 kilometers fidamgkok. It has a long coastline
on either side with sandy beaches and offshoredsl@n both, and a rugged central
hinterland of mountains and forests.

The east coast on the Gulf of Thailand always setambe more
relaxed, with long, wide bays and calm seas; thdafiman Sea coast tends to be more
rugged and exhilarating, with its strange limestmuk formations and cliffs.

The occurrence of two seasonal monsoons meansthbatlimate
differs from the rest of Thailand. The southwesinsumn sweeps the west coast and
the Andaman Sea from May to October, while theheast monsoon moves across
the Gulf of Thailand form November to February. Tgeninsula forms a barrier so
that rain rarely falls on both coastlines simultzursy.

The area was once part of the Buddhist Srivijaygieerbut later came
under the rule of Ayutthaya and then Bangkok. Cégnand Malaysian influences
have played a large part in the cultural makeughefregion; the further south, the
stronger the Malaysian influence, with a dialedhak Malay, and a predominance of
Muslim communities and mosques. Rice fields givey wa rubber plantations, and

Chinese tin mining operations become evident (T20Q7).
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The coastline attracts most tourists, though Sastamd in the Gulf of
Thailand is growing in popularity as a laid-bacKithay spot with first class diving
opportunities nearby on Tao and Pha-ngan islands.

The Andaman Sea coast offers more sophisticatedehm the island
province of Phuket, Thailand’s premier holiday mesblowever, the fascinating rock
formations and offshore islands at Phang-nga, Kieaid Trang are extremely popular
for the diving and sailing opportunities they offer

According to TAT (2007), Phuket is Thailand’s lasgésland, which
blends extraordinary natural beauty with superlrisou facilities to ensure a perfect
time in the sun. Against a backdrop of green hilie island’s west coast is blessed
with a whole string of magnificent beaches and sdvathed by the clear blue waters
of the Andaman Sea. Nature’s bounty is matchedukyrious hotel and resorts,
while for leisure, pleasure and sheer indulgenagethare water sports, yachting,
scuba diving, golf, spa treatments, exquisite @jrand more (TAT, 2007).

Samui Island, Thailand’s third largest island, lies the Gulf of
Thailand facing Surat Thani province. Like Phuketombines natural beauty with
an exceptionally good standard of hotels, spas,otimel tourism facilities that afford
the luxury, the dining, and the entertainment tmplete the holiday. Moreover, a
vide variety of beach locations, ranging from filkeél action centres to quiet hide-
aways, satisfy all preferences for the ideal beadation (TAT, 2007).

Krabi offers beaches displaying the characterispi@lities of the
Andaman coast—soft, fine white sand, warm clearewand lush tropical greenery
spilling on to the shore—while soaring cliffs presa dramatic backdrop to the most
beautiful locations. There are also offshore id&ammost famously the twin Phi Phi
isles, location for the movie “The Beach.” and tiesvly popular Ko Lanta.

In addition, the mountains, rivers, and forestshi@ national parks in
the interior of the peninsula are also gaining pagty with eco-tourists, as can be
seen with the growing numbers of safari expeditionsfoot, by elephant, and in
canoes (TAT, 2007).



142

The South of Thailand consists of 14 provinces: i@pluon, Krabi,
Nakhon Si Thammarat, Narathiwat, Pattani, Phang-Rbatthalung, Phuket, Ranong,
Satun, Songkhla, Surat Thani, Trang and Yala.

4.3.4 Current Tourism Development of Thailand

From statistics about tourism industry in Thailatitere were only 81,380
foreign tourists visited the country in 1960 wittvenue of 196 million Baht. This
number steadily increased over the years and i2 188 number of foreign tourists
were 2,218,429, generating a total revenue amayrtn23,879 million Baht. A
decade later, in 1995, the number of foreign tesirdramatically increased to 6.9
million, creating total revenue of 339,658 milliBaht and this positive growing trend
continued until the end of year 2008 (TAT, 2011).

Unfortunately, since the middle of 2008, a severerldwide financial
recession has dampened the desire to travel. Tidaflathermore has suffered from
political instability, a closure of Suvarnabhumirpart (26 November, 2008, by the
Yellow Shirt protesters). A Red Shirt demonstratiovaded the East Asia Summit in
Pattaya on 11 April, 2009, leading to a cancellabbthe summit, with world leaders
scurrying away to safety. This was followed by e riots the next day (during
Songkhran) and the declaration of a state of emeygby Prime Minister Abhisit
Vejjajiva. The protesters withdrew and the stateewfergency was lifted after that
(TAT, 2011).

This will have a major negative effect on Thai iear prospects. This was the
first time that the tourist industry had been diyetargeted, and the protesters’ use of
this tactic suggests that they considered attacktieglucrative industry as a highly
effective way of putting both fiscal and politicpressure on the government.
According to TAT (2011), despite the eventually qefal resolution of the
occupation, the direct effort to disrupt the tourredustry set a worrying precedent
and will act as a disincentive for tourists consiug a holiday in Thailand in 2009
(TAT, 2011).

In general, as the tourism business becomes pojpudr generates more

income for many people in the communities whereetle a thriving tourist industry,
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the government and business sectors became eadevetop more tourism sites to
distribute income generation to more communitiésis lobvious that the tourism
businesses in Thailand have continuously recora@gadd rgrowth, bringing sizable
amounts of foreign currency into the country (TAD11).

4.3.4.1 Tourist Arrivals and Revenue Annually Gairirom Tourism

Industry

As shown in table 4.1, the number of internaticoakist arrivals and
receipts of Thailand has increased quite rapidéarly double from 1998 to 2007.
The amount of tourism revenue is more than two sifrem 242 billion Baht in 1998
to 547 billion Baht in 2007, and become an impdrte@ctor of the economy of
Thailand. In 2008, 14.54 million international itags came to Thailand with nearly
600 billion Baht. But, unfortunately, the globahdncial crisis and Thailand’'s
political turmoil that have been going on since& 12008 have resulted in a decline in
the number of inbound tourists, with a decreasebaiut four percent in 2009. The
number of international tourist arrivals was 14rh8lion in 2009, which is in line
with a decrease of revenue equaling 527,326 miliaht.

According to TAT (2011), since August 2009, tourisnThailand has
been showing clear signs of recovery. The numbdpuwrfists declined by only five
percent in August 2009 and switched to a growthmafre than ten percent in
September and October. This dramatic increasera@di until the end of 2009. The
number of tourists arriving via Suvarnabhumi Intgronal Airport between
November and mid-December 2009 increased nearpyed€ent. Charter flights from
Europe and Asia to major tourism destinations,udiclg Phuket and Koh Samui,
grew significantly during November and DecemberonkrSeptember, there were

clear signs of recovery and normalization in allerdely-affected markets.
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Table 4.1 International Tourism Statistics in Thailand 1999

Year Tourist arrivals Average Revenue
(Million) expenditure (Million
(Baht) Baht)
1998 7.76 3,712.93 242,177
1999 8.58 3,704.54 253,018
2000 9.51 3,861.19 285,272
2001 10.06 3,748.00 299,047
2002 10.80 3,753.74 323,484
2003 10.00 3,774.50 309,269
2004 11.65 4,057.85 384,360
2005 11.52 3,890.13 367,380
2006 13.82 4,048.22 482,319
2007 14.46 4,120.95 547,782
2008 14.54 N/A 599,708
2009 14.15 N/A 527,326
2010 15,84 N/A N/A

Source: Tourism Authority of Thailand, 2011.

Thanks to all efforts to save the tourism industipm the
governmental tourism organizations, together witAT'E tourism promotion
initiatives as well as the recovery of the worldeamy, TAT finally announced that
the number of international tourists for 2009 campeto 14.15 million, down only
about four percent compared to 2008. In 2010 thexe a strong recovery in spite of
the various internal and external crises that &fi#the industry at large. According to
the data from the Ministry of Tourism and Spontgernational visitor arrivals in 2010
showed a remarkable 12 percent growth in its iatisonal tourist arrivals, to 15.84
million in 2010 (TAT, 2011).
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The factors supporting the recovery of the Thairismn market
include:

1) The recovery of the global economy in the tlgcchrter of
2009 was stronger than expected and marked byasedeconsumer confidence;

2) The Thai political situation became more staldlespite
rumors of conflicts, no major incidents occurredrttier restoring confidence in
Thailand;

3) The less-than-feared severity of the flu owkresom early
2009 increased tourist confidence;

4) The government's economic stimulus measures$, as the
exemption of visa fees and reduced takeoff andimgnéees, benefited operators
promoting Thai tourism;

5) Marketing campaigns implemented by TAT

a) Restoring Thailand's image to enhance confielenc
among travelers;

b) Advertisements promoting value-for-money visds
Thailand;

c) Road-shows that provided accurate information
about the situation in Thailand to senior officialsmany governments and tourism
operators;

d) Stimulus measures that boosted travel inclutieg
Partners on Demand project designed to encourageeps to offer Thailand travel
programs and sales promotional advertisements utider Amazing Thailand,
Amazing Value concept.

4.3.4.2 International Tourist Arrivals Forecast 2011

The situation for the Thai tourism industry is ecieel to be more
favorable in 2011, as long as no major politicadisroccurs. TAT expects the number
of international tourists to grow at around 9 patciEom last year, approximately
more than 17 million in 2011, generating an apprate revenue of 600 billion Baht
(US$18.5 billion) (TAT, 2011).
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According to TAT, in order to achieve the expectedmber of
international tourist arrivals for the year 201 TIs marketing campaigns for 2011
will be highly visible worldwide through traditioh@aromotional channels, including
TV commercials and vignettes, print advertisingt-othome media, brochures, and
posters. There will also be an increased use @bdgy marketing, inviting popular
actors, and sports figures in major events in Bnai] while also encouraging the
movie industry to consider Thailand as a shootoogtion (TAT, 2011).

In the new media space, TAT will reach the youndgmographic of
travelers using social media, such as the Amazihgildnd video channel on
YouTube featuring short documentaries, more usg-Biboks and E-Brochures, an
iThai application to get Thai tourism updates ohafe, and an Internet call center
that visitors can contact via computer. TAT wid@build on the member network of
the Thailand Fan Club that has already been eshaaliin their Europe and Middle
East markets.

4.3.4.3 Domestic Tourism

Thai people also enjoy travel; indeed it is consdea favorite
pastime, along with eating and shopping. A certti@tegy of the government at the
end of the review period was to boost the Thai econand encourage Thais to travel
within the country, with different campaigns andmotional packages persuading
Thais to discover the country’s beauty. There weamy themes and activities related
to the celebration for the King to boost domestiarism, for example, the Royal
Flora Exhibition in Chiang Mai and the grand exhdrs in Bangkok. As seen in
table 4.2, there has been an ongoing trend of danemirist arrivals. Domestic
tourism provided a significant contribution of 188lion Baht in 1998 up to 407
billion Baht in 2009.
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Table 4.2 Domestic Tourism Statistics in Thailand 1998-2009

Year Tourist arrivals  Average expenditure Revenue
(Million trip) (Baht) (Million Baht)

1998 51.68 1,512.70 187,897.82
1999 53.62 1,523.55 203,179.00
2000 54.74 1,717.77 210,516.15
2001 58.62 1,702.70 223,732.14
2002 61.82 1,689.52 235,337.15
2003 69.36 1,824.38 289,986.81
2004 74.80 1,852.33 317,224.62
2005 79.53 1,768.87 334,716.79
2006 81.49 1,795.09 322,533.71
2007 83.23 1,767.35 380,417.10
2008 83.00 N/A 385,000,00
2009 87.00 N/A 407,600.00

Source: Tourism Authority of Thailand, 2010.

According to TAT, the domestic tourism market wad particularly
affected by the political situation. Recently, thigns of economic recovery are
reflected in an upturn in the Thai domestic tourisecttor, with the number of
domestic tourist arrivals coming to 87.00 million2009. The tourism situation has
since improved and became much more robust inghe 3011. Factors giving rise to
this included:

1) Increased confidence in the economy leadinomdceased
consumer spending on travel, especially on low-aohes;

2) Private sector sales promotions to mobilizeisou at the
end of 2009, and the introduction of low-cost fligbetween Udon Thani and Phuket;
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3) Activities organized in all regions by the @ig sector since
May to encourage domestic travel in the five regiavhich all received significant
response. They included the Thai Tourism Festiba,Amazing Tastes of Thailand
promotional campaign, Ruam Jai Pak Rak Po Luang, Ithernational Balloon
Festival, and train tours under the Tour by Traifun campaign;

4) Measures to boost tourism by the governmertbgesuch
as promoting conventions and educational and studyg within the country, and
measures to extend public holidays into more carnsecdays.

4.3.4.4 Domestic Tourism Forecast for 2011

For 2011, the target for tourism will be 91 millitmips, an increase of
nearly one percent from last year, with income frimurism expected to reach 432
billion Baht, an increase of three percent. Ineord achieve this target for domestic
tourism, the TAT plans to establish a new dimensionterms of value and
understanding among Thai people about the importantribution their domestic
travel makes to the Thai economy. By making dorodsiirism an integral part of
Thai people’s lives, TAT hopes to shift the peraaptof Thai travelers and tourism
owners and operators alike to a new awarenessmMhidead to sustainable tourism.
The core tourism values that TAT aims to build aevel with awareness (pride),
travel with creativity (gaining new ideas and pejpes), travel together (to
encourage unity and respect for diversity), traweth understanding (gaining
knowledge and wisdom), and travel by the heartiffgdove and cherishing amazing
moments) (TAT, 2011).

4.4 Tourism Cooperation between Vietnam and Thailad

Vietnam and Thailand officially established dipldimaelations on August 6,
1976. The bilateral relations have been graduallysolidated and developed since
1991, especially since Vietham’s admission to ASEANL995. The two countries
frequently exchange delegations at both the highvaorking level.

The first Viet Nam-Thailand Joint Cabinet Retreatsre held in Da Nang
(Viet Nam) and Nakhon Phanom (Thailand) on 20 arid February 2004,
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respectively. The Viet Nam delegation was led bf.HVr. Phan Van Khai, Prime
Minister of the Socialist Republic of Viet Nam. Theai delegation was led by H.E.
Dr. Thaksin Shinawatra, Prime Minister of the Kingd of Thailand. The Retreat was
attended by forty-seven members of the Vietnamesk Thai Cabinets. On this
occasion, ten documents, including a Joint Staténen Viet Nam-Thailand
Cooperation Framework in the first decade of thet Zentury were concluded.

In the framework of regional and international fms) such as ASEAN,
ACMECS, EWEC and GMS, Vietnam and Thailand haveagbvwwished to further
their bilateral cooperative relations. Thailand puped Vietnam’s accession to WTO
and Vietnam’s non-permanent membership of the Ubufty Council in the 2008-
2009 term.

Concerning Vietnam-Thailand economic cooperatiaopeding to Mr. Pisanu
Chanvitan, Thai Ambassador to Vietnam in a talkhat Vietnam Business Forum,
economic cooperation between Vietnam and Thailand frown considerably,
especially over the last five years, and coveraras of economic exchanges (Trang,
2010). Both countries are each other’s importantketa. The bilateral trade value
has exceeded US$5 billion since 2008. Thailandnighe top ten list of foreign
investors in Vietnam, with over two hundred andesea active projects and the total
amount of US$5.8 billion.

Despite the effect of the global economic crisis2009, there have been a
growing number of Thai investors in Viethnam and éx@ansion of existing projects,
while the bilateral trade volume has remained atdhme level as the previous year.
This clearly demonstrates the potential of the Naetese market as well as the
resilience of Vietham-Thai economic cooperation.

In terms of tourism cooperation between Vietnam &hdiland, Vietnam and
Thailand have cooperated in tourism for ten ye@ing tourism authorities of the two
countries have exchanged information and visit® Tburism Authority of Thailand
has organized a number of training courses for\tleenamese tourism personnel.
Most recently, a group of Vietham Administration Tdurism Agency and Tourism
Agencies visited Thailand on 1 March, 2010 on amseoation tour under the

cooperation programme between the tourism autkerdf the two countries.
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In fact, Vietham and Thailand are important tramsdmn hubs in Southeast
Asia. During the official visit to Vietnam of Mr. Bhisit Vejjajiva, Prime Minister of
Thailand, in July 2009, both sides agreed to premotrism activities as well as to
develop infrastructure to support the potentiatease in the number of tourists under

the project “One Million Tourists Programme 2015.”

4.4.1 Overview of Tourism Cooperation between Vieaam-Thailand

A Vietnam-Thai tourism promotion agreement signedNovember 2000
provided the foundation for a major increase invéas to increase visitor flows
between the two countries. The agreement betwbenThailand Authority of
Thailand (TAT) and the Vietnam National Administost of Tourism (VNAT),
signed in Hanoi, covers a number of activities éoundertaken bilaterally as well as
under the aegis of other regional and sub-regiagedements.

These include numerous areas of travel and toutisvelopments, especially
planning for destinations with strong future potantinvestment promotion, human
resources, basic infrastructure and transportditiiages. All of these are crucial for
supporting regional tourism growth. The co-opemtwill build upon existing
transportation, and trade and investment linkaigestrengthen the economies of both
countries, and to promote cultural exchanges apglsment existing activities and
projects being undertaken through others forumb sgcahe Association of Southeast
Asian Nations (ASEAN), the Asia Pacific Economicdperation (APEC), and the
Greater Mekong Subregion (GMS). One of the mogniicant infrastructure
projects is the East-West Economic Corridor (EWEGyhway Network linking
Myawaddy in Myanmar, Tak, Phitsanulok, Kalasin addkdaharn in Thailand,
Savannakhet in Lao PDR, as well as Hue and DamaNginam. The EWEC project
will go a long way towards promoting overland teuani between Thailand, Laos, and
Vietnam. Recently, the opening of the Thai-LacdBe in Mukdahan province has
helped to facilitate Thai tourists that travel teeiviam by car, which is in line with the
objective of promoting greater regional integratitirough the Asian Highway

Network and the East West Economic Corridor.
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In addition, the railway link that will run from Sgapore to Vietnam and
Southern China, via Malaysia, Thailand and Camhodi@s approved by ASEAN
leaders in November 2001 and will form a cruciattpef the transportation and
infrastructure being developed region wide. Otimajor developments between the
two countries include the promotion of transpodmatalong the Mekong River to
benefit trade and tourism and an increase in difleghts between Bangkok and
Danang by Thai Airways International.

A bilateral visa-waiver agreement has allowed addof Vietnamese and
Thai ordinary passports to be exempted from visasafstay not exceeding thirty
days. This has greatly helped visitor flows betweka two countries to grow
substantially. On the marketing front, a new tenripromotion campaign under the
theme “Two Countries, One Destination” will jointigature both destinations. It will
be backed by dissemination of tourism informatidérbath countries through TAT’s
fifteen overseas offices and Viethamese embassgs@sulates. It will get a further
boost when VNAT opens three overseas tourism reptative offices in Thailand,
France, and Japan in 2002. The Vietnamese-Thastowagreement also commits
the two countries to organizing joint road shows lfical and international travel

agents as well as patrticipating in internationadl& exhibitions.

4.4.2 Tourist Arrivals between Vietnam and Thailam (1998 — 2009)

Vietnamese arrivals to Thailand in 2006 totaled,23&, an increase of 28.85
percent, the fourth highest growth in the ASEANioagIn addition to the many first-
time holiday travelers from Vietnam, there has beensignificant growth in
Vietnamese business travelers to trade exhibitiesigecially since Vietnam has now
become a member of the World Trade Organizatios.séen in the Chart 4.3 below,
there has been an ongoing growth in the number iefn¥mese tourist arrivals
annually to Thailand, from about 25,000 in 1997ntore than 363,029 in 2009.
According to TAT (2011), there was a very good dgiom the number of Vietnamese
tourist arrivals to Thailand in 2010 and that numiose to 401,188.
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Figure 4.3 Number of Vietnamese and Thai Tourist Arrivals
Source: Tourism Authority of Thailand, 2010.

Thais travelling to Vietnam have also grown strgngh 2006, the number of
Thai visitors to Vietnam totaled 123,804, an inseaf 142.6 percent over 2005. This
spectacular growth continued until 2008, when Misitor arrivals to Vietnam totaled
183,142, up 109.6 percent over the previous yBare to the economic crisis and the
political unstability in Thailand, there was a 1&@ent drop of Thai tourist arrivals to
Vietnam in 2009 that made for a total of 152,638itors. According to VNAT
(2011b), there was also a very good growth in tin@bler of Thai tourist arrivals to
Vietnam in 2010, that number rising to 222,839.

4.4.3 Tourist Receipts between Vietnam and Thailah(1998 — 2007)
As seen in Chart 4.4, according to recorded siegigtom TAT from 1998 to
2007, the Viethamese market contributed more tharbillion Baht in 1998. There

was a drop of revenue from this market in 1999, #redfollowing years retained
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positive growing rates until 2003, when the amoahttourism receipt from the
Vietnamese tourist market amounted to nearly 3obilBaht in 2003. Again there
were moderate drops in 2004 and 2005; the amoumtcoime in 2005 was 2.64
billion Baht. In the following years of 2006 an@(Z, there was a great growth in
tourism receipts from the Vietnamese market couatiily to the success of Thailand’s
tourism industry, with the amount of income growtngnearly 7 billion Baht in 2007.
The tourism receipts for 2008, 2009, and 2010 werteavailable, but as number of
Vietnamese travels to Thailand has grown at a hatgn recently, that surely suggests

a high rate of tourism income as well.
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Figure 4.4 Thailand Tourism Receipt from Vietnam Market
Source: Tourism Authority of Thailand, 2010.
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4.5 Chapter Summary

This chapter has provided an introduction to Vietisatourism industry,
including a country overview with general inforntatj information on the evolution
of tourism, tourism potentials with many attractis@urist destinations around the
country, and information on the current tourism elepment of Vietnam. Then the
chapter describes the tourism industry of Thaikaatth similar points as in the section
on Vietnam’s tourism industry. Analyses of domestiarism, international arrivals,
and tourism receipts of both countries were alstuged in this chapter. Finally, the
chapter focuses on the recent tourism cooperatedwden Vietham and Thailand,
with a discussion of tourist arrivals and receiptsboth countries during the last

twenty years.



CHAPTER 5

RESEARCH FINDINGS

5.1 Introduction

This chapter focuses on describing the researathinfys, and includes three
main sections and various sub-sections in section The first section describes the
characteristics of the international travel companinvolved in this study. The
second section provides answers to all researcstiqne and hypothesis testing of the
study, including introducing the standard multipdgression and its assumptions. In
addition, the bivariate relationships between titependent variables and dependent
variables are examined in section 5.3.1 of thisptdta Then the results of eight
standard multiple regressions are analyzed and gadlysis is also conducted to
explore the direct and indirect effects of overl@R success. Finally, the third

section is the summary of the chapter.

5.2 Characteristics of Sample Companies — Univaria Descriptive

Statistics of Independent and Dependent Variables

5.2.1 Characteristics of Sample Companies

This section is focused strictly on the profile thfe international travel
companies. The respondents from these compamedoan overall sample of N =
114 for this research. Descriptive statistics ruthwrequency procedures on the
primary data (displayed in table 5.1) confirmedttmearly 70 percent of the
respondents participating in answering the questoas of this research were the

directors of the travel companies, accounting fér &ercent, and the chief of



156

marketing and market development department acecwuhbr 33.3 percent. Two
other smaller groups were the second chief of ntiswxeand market development
department, accounting for 7.9 percent and findHg, staff in charge of marketing
and market development, accounting for 22.8 peroktite sample companies.

In general, all of the international travel comgamninvolved in this study have
a core business of providing all kinds of tours agldted tourist services to both the
domestic and international market. Internatiommair$ include providing tours and
services to both inbound and outbound touristses&hravel companies can provide
many kinds of tours, serving the diversified neetisustomers, for example, MICE
tours, teambuilding tours, caravan tours, cultuairs (festivals, religion, belief),
medical tours, discovery tours (sea diving, moumtdimbing, etc.), family visiting
tours, etc. Besides providing tours, these travelpanies also provide services such
as air-ticket booking, money exchange, transpartafcar rental, high speed boat
rental, bus, train, etc.), hotel booking, etc. Tlenmon characteristics of the travel
companies are to be located mainly in big citied popular tourist destinations, to be
small and medium size (majority), and highly contpet with one another.

In terms of the location of the international trhlaw®mpanies, the entire
country was geographically divided into three magions by researcher, including
the southern region, the middle region, and théheon region of Vietnam. More than
half of the companies having relationships withiTtbarist partners are located in the
southern region of Viethnam (58.8 percent). Theaoads that this region contains Ho
Chi Minh City, the largest and most populated @fyVietnam, with thousands of
domestic and international tourist companies. 3&eond largest group came from
the northern region, accounting for 28.1 percentth@ total international travel
companies involved in this study. Finally therereviifteen companies (13.2 percent)
from the middle region of Vietham that providedamhation and that returned the
filled questionnaires to the TAT office in Ho Chiimh City.
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Table 5.1 Vietnamese International Travel Company Profiles=(INL4)

Frequency Percentage
Job Positions of Respondents
- Director of the company 41 36.0
- Chief of marketing and market
development department 38 333
- Second chief of marketing and market
development department 9
- Staff who is in charge of marketing 228
and market development
Total 114 100.0
Locations of Companies
- South of Vietnam 67 58.8
- Middle region of Vietnam 15 13.2
- North of Vietham 32 28.1
Total 114 100.0
Number of Full-time Staff
- 1-20 63 55.3
- 21-40 23 20.2
- 41-60 10 8.8
- 61-80 5.3
- 81-100 3.5
- 101-120 1.8
- Greater than 150 6 53
Total 114 100.0
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Table 5.1 (Continued)

Frequency Percentage
Number of Part-time Staff
- 0-20 97 85.1
- 21-40 7.9
- 41-60 4 3.5
- 61-80 9
- 81-100 3 2.6
Total 114 100.0
Age of Company
- 1-5 43 37.7
- 6-10 38 33.3
- 11-15 16 14.0
- 16-20 12 10.5
- 21-25 1 9
- Greater than 25 4 3.5
Total 114 100.0
Age of IOR
- 1-5 66 57.9
- 6-10 35 30.7
- 11-15 11 9.6
- 16-20 2 1.8
Total 114 100.0

In short, the majority of the sample companieshis tesearch (75.5 percent)
were considered SMEs which employ a staff of fewven 40 people. Only 6
companies, accounting for 5.3 percent, were corsidiarge companies that employ
more than 150 employees. In addition, most congsa(85.1 percent) recruit a staff
of fewer than 20 part-time workers and other smalnbers of companies employ
more than 20 part-time workers, including 9 compar{ir.9 percent) employing from

21 to 40 part-time employees, 4 companies employiogh 41 to 60 part-time
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employees, accounting for 3.5 percent of the samsfe, and only 4 companies
(about 2.7 percent) employing more than 60 paretamployees.

Concerning the age of international travel compsntiee tourism industry of
Vietnam is considered new, so the high percentagedq than 75 percent) of young
companies (less than 10 years of age) was not asbigrise; 43 companies
accounting for 37.7 percent of total sample sizeevestablished only 5 years ago, 38
companies have been operating for 6 to 10 yearuating for 33.3 percent, 14
percent of the companies are from 11 to 15 yearsg#, 10.5 percent of the
companies have been established for 16 to 20 yaadsfinally, only 5 companies
accounting for about 3.6 percent were older thagezis.

In line with the age of international travel com) the frequency procedure
showed that more than 88 percent of the compamies had a relationship with their
Thai partners for less than 10 years; 57.9 percénthe companies have had
relationships with Thai partners for 1 to 5 ye&®.,7 percent have formed IORs with
Thai partners for 6 to 10 years, and only aboupdrtent of the total number of travel
companies have had relationships with Thai partfegrsiore than 10 years.

5.2.2 Univariate Descriptions of Independent Varibles

In order to check whether all scores were normdiiyributed, the descriptive
procedure was conducted with all variables - theeddent and dependent variables
involved in this study. As can be seen in tab® fhere was no missing value; all
variables loaded with a full sample size of 114esasThe minimun and maximum

scores of each variable are also included.
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Table 5.2 Univariate Descriptive Statistics of Independentisfales

N Minimum Maximum  Mean Std.
Deviation
TRUSTIOR 114 23.00 114.00 77.9386 23.83249
PARTIOR 114 22.00 50.00 39.1842  4.83821
COMMITIOR 114 30.00 60.00 48.5877  5.13673
FREINTER 114 9.00 25.00 19.4737 2.63808
CORESIOR 114 3.00 15.00 6.7281  2.48993
ORGCOMP 114 6.00 15.00 11.0351 1.74949
FORMIOR 114 10.00 35.00 22.9649 4.40822
INTERIOR 114 2.00 10.00 6.7105 1.79342
COMUNIOR 114 2.00 10.00 6.9825 2.00875
FLEXIOR 114 10.00 20.00 15.0351 1.88111
COORDIOR 114 5.00 10.00 7.6667 1.17997
AGIOR 114 1.00 20.00 6.0351 4.24041

Valid N (listwise) 114

5.2.3 Univariate Descriptions of Dependent Varialas
Table 5.3 presents the univariate descriptive stesi of the five dependent
variables with a sample size of 114 cases, minimaaximum, mean, and standard

deviation values of each variable.
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Table 5.3 Univariate Descriptive Statistics of Dependent "hles

N Minimum Maximum Mean Std.
Deviation
REPESA 114 10.00 50.00 31.4825 9.69557
OVIORSUC 114 18.00 35.00 27.2368 3.21309
MARSUP 114 4.00 15.00 10.7281 2.48993
BUSUCIOR 114 5.00 15.00 11.1053 1.78672
FIBENIOR 114 12.00 25.00 18.9825 2.94487

Valid N (listwise) 114

5.3 Determinants of IOR Success

In this section, eight standard multiple regressaioalyses were employed to
find out how well the independent variables werdeao predict the marketing
supportss in the IOR, the financial benefits of lO&, business success of the IOR,
relationship performance satisfaction with the 10&hd overall IOR success of
Vietnamese and Thai travel companies. Also, #ghnique will exactly show which
determinant factors most affected marketing sugpdmancial benefits, business
success, relationship performance satisfaction,cuedall IOR success. Lastly, the
findings from a series of regression analyses werabined to form a path model
which helped researcher to find out the direct mdlirect effects of the independent

variables on the dependent variable of overall EDBcess.

5.3.1 Multiple Regression Analysis with Assumptiosand Bivariate
Correlation Analyses of Independent and Deperaaht Variables
Multiple regression is a family of techniques tleah be used to explore the
relationship between one continuous dependenthtarend a number of continuous

independent variables or predictorsThis technique provides researchers with
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information about the model as a whole (all sutes)ahnd the relative contribution of
each of the variables that make up the model (iddat subscales).

According to Pallant (2005: 141), in standard npldti regression all the
independent variables are entered into the equatiounltaneously. Each independent
variable is evaluated in terms of its predictivevpo over and above that offered by
all the other independent variables. This is thestmcommon use of multiple
regression analysis. This approach was used i®isthdy when researcher had a set
of variables (e.g. determinants of IOR success) wadted to know how much
variance in a dependent variable (e.g. overall BDBcess) that these determinants of
overall IOR success were able to explain as a govugock. This approach would
also told the researcher how much unique variamd¢bda dependent variable each of
the independent variables explained.

1) Assumptions of Multiple Regression: The assuomgt about the
data for multiple regression analysis were conaemi¢h the data scale, sample size,
intercorrelations among the independent varialdatiiers, linearity, normality of the
variable distributions, and homoscedasticity.

The dependent variables should be measured attéreal/continuous
level, independent variables should also be predantiy at the interval/continuous
level as well, and the non-interval independentaides should be dichotomous (De
Vaus, 2002). For this study, all dependent andpeddent variables were continuous
and measured on a five-point Likert-scale rangmognf 1, "strongly disagree" to 5,
"strongly agree," except the variable of Age of |Q#ich was measured in year of
the relationship and the variable of Frequencyntéraction (FREINTER), which was
measured on a five-point Likert-scale ranging frbifinot at all” to 5 as “very often.”

2) The sample size: The sample size of this stualyis 114, which is
considered acceptable. According to Bartlett, Koand Higgins (2001), in order to
use multiple regression analysis, the ratio of pla®ns to independent variables
should not fall below five. If this minimum is ndbllowed, there is a risk for
overfitting, “. . . making the results too specifto the sample, thus lacking

generalizability” (Hair, Anderson, Tatham and Black995: 105). A more
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conservative ratio of ten observations for eaclepestdent variable was reported as
optimal by Miller and Kunce (1973) and Halinski apeldt (1970).

Table 5.4 Maximum Number of Regressors Allowed for Regres#ioalysis

Maximum number of

Sample size for: regressors if ratio is
S5tol 10to 1

Continuous data: n =111 22 11

Categorical data: n = 313 62 31

Source: Bartlett, Kotrlik and Higgins, 2001: 49.

These ratios are especially critical in using regi@n analyses with
continuous data because sample sizes for contindamasare typically much smaller
than sample sizes for categorical data. Therefthrere is a possibility that the
random sample will not be sufficient if multiplenables are used in the regression
analysis.

As shown in table 5.4, if researcher uses the @ithatio of 10 to 1
with continuous data, the number of regressorsefieddent variables) in the multiple
regression model would be limited to 11, and iesesher uses the optimal ratio of 5
to 1 with continuous data, the number of indepehdemiables in the multiple
regression model would be limited to 22. For 8tigdy, when the multiple regression
analysis was applied for the variable of marketsugpports in the IOR, financial
benefits of the IOR, business success of the I|O&ationship performance
satisfaction with the IOR, and overall IOR succéls,ratio was more than or nearly
10 cases to 1 variable.

3) Multicollinearity: Multiple regression procedgreassume the

absence of multicollinearity. Multicollinearity oars when two or more of the
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predictors/ independent variables are highly imeelated, thus producing an
unstable regression equation (Cone and Foster,: 1933. Multicollinearity among
variables was examined by the correlation matrixndependent variables (table 5.7
and table 5.8) of this research.

The ideal predictive situation is when correlati@mong the twelve
independent variables, namely, TRUSTIOR, PARTIORMITIOR, CORESIOR,
FORMIOR, INTERIOR, COMUNIOR, FLEXIOR, COORDIOR, ORI®MP,
FREINTER, and AGIOR, are low. The more the indejgt variables are
intercorrelated, the more difficult is the resultterpretations (Kerlinger, 1973).
Therefore, it is crucial for all research to detgrnthe correlations among the
independent variables and to avoid the multicodlittg problem. The recommended
guideline for determining the correlation value rotilticollinearity varies among
scholars in public policy and social research. ®rhall and Sincich (1996) have
pointed out that a frequent practice is to exantieebivariate correlations among the
independent variables, looking for a coefficientadfout .80 or larger. However,
Anderson, Sweeney and Williams (2002) and Tabakhaind Fidell (2001) have
suggested that a sample correlation coefficientwvig greater than +.07 or less than

-.07 for two independent variables identified agmbial problem of multicollinearity.



Table5.5 Correlation Coefficients between Independent Vagsb

1 2 3 4 5 6 7 8 9 10 11

1. TRUSTIOR 1.00

2. PARTIOR .083 1.00

3. COMITIOR  .163* .698** 1.00

4. CORESIOR  .237* -.094 -.117 1.00

5. FORMIOR A73242% 292 176* 1.00

6. INTERIOR .203* .012 .089  .054 .073 1.00

7. COMUNIOR .644**  .060 121 .066 .461*.163* 1.00

8. FLEXIOR .029  .574* 540** -.043 .249* -.047 .012 1.00

9. COORDIOR .108  .330** .415** -146 .158* .038 .121 .376** 1.00

10. ORGCOMP -.125 .335** .333* -103 .153 -115 .030 .333* .211* 1.00

11. FREINTER .137 .566** .510** -.039 .164* -.047 .128 .398** .273* .332** 1.00

12. AGIOR 271* 102 103 .043 .098 .101100 .087 .073 .055 .123
Mean 7794 3918 4859 673 2296 6.71 698 1504 767 11.04 1948
D) 23.83 4.84 514 249 441 179 201 1.88 1.18 175 264

Note: * Significant level at p < .05, ** Significant leVat p <.001

GqoT
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4) Bivariate Relationships between Independent akdes: For the
independent variables, table 5.5, shows that theelations among independent
variables were at the moderate level (the lowes$ wah -.039), which was the
correlation between conflict resolutions of IOR dnelquency of interaction. The
highest correlation between independent variablas im the relationship between
participation in the IOR and commitment to the IQ®jch was at .698. The highest
correlation of .698 between the independent vagiablthis study was still less than
the recommended acceptable level of the correlatadme (.70), so it was concluded
that there was no multicollinearity problem in teisidy. As the result, these outputs
will not have a significant impact on the multipiegression analysis and path
analysis in the further data analysis of this study

5) Bivariate Relationships between Dependent VégbFor the
dependent variables, table 5.6 illustrates thattreelations among variables were at
a moderate level; the lowest was at -.032, whicls wee correlation between
marketing supports in the IOR and relationship grenince satisfaction. The highest
correlation was in the relationship between manigtsupports in the IOR and
financial benefits of the IOR, which was at .51A8ccording to the data analysis of
this study regarding the correlations, the higlestelation was at .516, which still
was less than the recommended acceptable leveth&rcorrelation value (.70);
consequently, it was concluded that there was ndiicollinearity problem with
dependent variables of this study. As the redhgése outputs will not have
significant impact on the multiple regression asayand path analysis in the further

data analysis procedure.



167

Table 5.6 Correlation Coefficients between Dependent Varigble

1 2 3 4 5

1. OVIORSUC 1.000

2. MARSUP A490** 1.000

3. FIBENIOR .502** .516** 1.000

4. BUSUCIOR .396** 271% A493** 1.000

5. REPESA .074 -.032 127 277 1.000
Mean 27.2368 10.7281 18.9825 11.1053 31.4825
SD 3.21309 2.48993 2.94487 1.78672 9.69557

Note: * Significant level at p < .05, ** SignificantVel at p <.001

In addition, multicollinearity was also tested ugirthe variance
inflation factor (VIF) test, which measures “how chuthe variances of the estimated
regression coefficients are inflated as compareghen the independent variables are
not linearly related” (Neter et al., 1996). A VIFvay 10 indicates that
multicollinearity may be unduly influencing the $#asquare estimates. None of the
models tested showed VIF factors exceeding 10 ftee the dependent or
independent variables of this study.

The outlier analysis was also performed by runnilegcriptive and
frequency procedures to check for extreme scorexsy (vigh or very low scores) for
all of the variables of this research. AccordiadgPallant (2005), multiple regression
is very sensitive to outliers; all extreme scoresutd be checked in the initial data
screening process. Outliers can either be deleted the data set or, alternatively,
given a score for that variable that is high, bot too different from the remaining
cluster of scores. Tabachnick and Fidell (20012)1@efine outliers as those with

standardised residual values above about 3.3¢srthan -3.3).
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6) Normality, linearity, homoscedasticity, independe of residuals:
These all refer to various aspects of the distidlbubf scores and the nature of the
underlying relationship between the variables. €hassumptions can be checked
from the residual scatterplots, which are generateg@art of the multiple regression
procedure. Residuals are the differences between dibtained and predicted
dependent variable scores. The residuals scatterlow researcher to check:
(1) Normality: the residuals should be normallgtdbuted
about the predicted dependent variable scores;
(2) Linearity: the residuals should have a stralgid
relationship with predicted dependent variable sspand
(3) Homoscedasticity: the variance of the residuatb®ut
predicted dependent variable scores should beathe $or all predicted scores.
The data of this study were screened for linedsityexamining the
bivariate scatter plots between the pairs of végbfor conducting principal
component analysis and no serious violations waned. Most of the variables were

normally distributed.

5.3.2 Factors Affecting Marketing Supports in thdOR

The first research question of this study asked wHwmuch variance in
marketing supports in the IOR can be explainedrbsgttin the IOR, commitment,
interdependence, coordination, communication, @getion, conflict resolution,
formalization in the IOR, flexibility of the IOR,ra age of the IOR? Which is the
best predictor of marketing supports in the IORfan8ard multiple regression was
performed between the MARSUP, as the dependengablari and TRUSTIOR,
PARTIOR, COMITIOR, CORESIOR, FORMIOR, INTERIOR, CQMIOR,
FLEXIOR, COORDIOR, and AGIOR as the independenialdes the to find out the
answer to this research question and to test itstehfypothesis of the study.

Hypothesis 01: There were different variances imketang supports that can
be explained by trust in the IOR, commitment, idé&rendence, coordination,
communication, participation, conflict resolutidarmalization in the IOR, flexibility
of the IOR, and age of the IOR.



169

For greater clarity, a regression equation for mhedel of MARSUP was

written using the standardized coefficients (Bétapble 5.8 as follows:

MARSUP = -.376(TRUSTIOR) -.091(PARTIOR) (Eq. 1)
+.317 (COMITIOR) + .142 (CORESIOR)
+.174(FORMIOR) + .124(INTERIOR)
+.047(COMUNIOR) + .178(FLEXIOR)

-.007(COORDIOR) -.043(AGIOR)
where:
. MARSUP: The dependent variable (Marketing Supports el®R)
TRUSTIOR: Trust in the IOR
. PARTIOR: Participation in the IOR
. COMITIOR: Commitment to the IOR
. CORESIOR: Conflict resolution in the IOR

. FORMIOR: Formalization in the IOR
. INTERIOR: Interdependence in the IOR
. COMUNIOR: Communication in the IOR

. FLEXIOR:  Flexibility of the IOR
. COORDIOR: Coordination of the IOR
. AGIOR: Age of the IOR

Table 5.7 shows that there were significant refsigps between the
dependent variable, MARSUP, and the independentahlas: TRUSTIOR,
PARTIOR, COMITIOR, FORMIOR, FLEXIOR. Among theseigsificant
relationships, there as a weak negative correlatetween TRUSTIOR and
MARSUP (r=-.168, p<.05), with high levels of TRU®IR associated with lower
levels of MARSUP. This indicates that the morestia travel company has in its IOR
partner, the less marketing supports it may obtaiiere was a modestly positive
correlation between PARTIOR and MARSUP (r=.228,08%. This means that the
more participation a travel company has with itRIQartner, the more marketing
supports it may receive. The variable of FORMIOBoahad a modestly positive
relation with MARSUP (r=.161, p<.05). This meahatta high level of formalization
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in the IOR is associated with the high level of keding supports. In addition, the
variables of COMITIOR and FLEXIOR were moderatetyrelated with MARSUP
(r=.332, p<.001) and (r=.312, p<.001), respectivelhis shows that a high level of
commitment to the IOR and the high level of flektlgiin the IOR are associated with
the high level of marketing supports.

In conclusion, the MARSUP was modestly correlatdth wthe TRUSTIOR
(r=-.168, p<.05), PARTIOR (r=.228, p<.05), and FORMR (r=.161, p<.05), and
moderately correlated with the COMITIOR (r=.332,.@31) and FLEXIOR (r=.312,

p<.001), as shown in table 5.7 below.



Table 5.7 Descriptions and Variables’ Correlations of the V3R> Model

MARSUP 1 2 3 4 5 6 7 8 9

1. TRUSTIOR -.168* 1.000

2. PARTIOR 228* .083  1.000

3. COMITIOR .332%* .163* .083  1.000

4. CORESIOR .056 237*  .163* -.117  1.000

5. FORMIOR 161* AT73*  237%  292**  176* 1.000

6. INTERIOR .089 203* .473* 089  .054 .073  1.000

7.COMUNIOR  _ 056 B44*  203* 121  .066 .461** .163* 1.000

8. FLEXIOR 312%* 029  .644* 540* -043 .249* -047 .012 1.000

9. COORDIOR 135 108  .029 .415** -146.158* .038  .121 .376* 1.000

10. AGIOR -.066 271* 108  .103  .043 .098 .101 .100 .087 3.07
Mean 10.7281  77.94 271** 4859 673 2296 671 698 1504 7.67
SD 248093 2383 7794 514 249 441 179 201 188 118

Note: * Significant level at p < .05, ** SignificantVel at p < .001

T.T
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The model was statistically significant at p<.0008h F (10, 113) = 3.432
and had an R squared value of .250, which expR&ngercent of the variance in the
MARSUP. This indicates that, as a whole, all ok tmmdependent variables
contributed to explaining 25 percent of the vareantthe MARSUP.

Table 5.8 Coefficients between Vs and MARSUP

Standardized

Variables Coefficients Sig. Correlations
(Beta) (Part)
TRUSTIOR -.376 .003 -.258
PARTIOR -.091 475 -.061
COMITIOR 317 .016 210
CORESIOR 142 123 133
FORMIOR A74 103 .140
INTERIOR 124 163 120
COMUNIOR .047 .690 .034
FLEXIOR 178 114 136
COORDIOR -.007 941 -.006
AGIOR -.043 .633 -.041

Note: Dependent Variable: MARSUP: Total Marketing Suppan IOR
- Predictors: TRUSTIOR, PARTIOR, COMITROCORESIOR, FORMIOR,
INTERIOR, COMUNIOR, FLEXIOR, COORDIOR, AGR
- ANOVA: F(10, 113) = 3.432, Sig.=000<p0005
- Model summary:R= .250

To answer the question “Which is the best prediofamarketing supports?”,
an interpretation was done for all parameters ftabte 5.8 above. To compare the
contribution of each independent variable to the RBAP and to find out which

variables made a significant unique contributiorthte prediction of the MARSUP,
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standardized beta valued) @nd significant values (p) were used. There voelg 2
variables out of 10 independent variables incluiteitie model making a statistically
significant unique contribution to the MARSUP withignificant value (p<.05).
Among them was TRUSTIOR, which had the largest betae ¢ =-.376, p<.005)
and was considered the most important factor. Tirfdgates that TRUSTIOR was
the factor that had the most effect on MARSUP awatrdbuted the highest
percentage (as correlation part value was -.258jtarsquare was nearly 7 percent) of
the total variance in the dependent variable, wthenvariance explained by all other
variables in the model was controlled for. The osekc important factor was
COMITIOR (=.317, p<.05), with the percentage of the totaliarare in the
MARSUP equals to 4.4 percent (as correlation palideris .210, its square makes 4.4
percent).

These two important factors were significant in mgka unique contribution
to the prediction of the MARSUP and contributedhbaegative (TRUSTIOR) and
positive (COMITIOR) scores to the MARSUP. This meahat every 1l-standard
deviation increase in the TRUSTIOR will contribuigedecrease in the score of the
MARSUP. On the other hand, every 1-standard dewviabcrease in the COMITIOR
is associated with an increase of the score oMARSUP equal to the amount of the
coefficient in front of it, while other factors aoentrolled for. In this case, every 1-
standard deviation increase in the TRUSTIOR wilitabute a decrease of a score of
-.376 in the MARSUP while other factors of the micgl® kept unchanged. Every 1-
standard deviation increase in the COMITIOR witlgi an increase of a score of .317
in the MARSUP while other variables are kept asstamts.

It was concluded that 25 percent of the variancéhen MARSUP could be
explained by TRUSTIOR, PARTIOR, COMITIOR, CORESIOREORMIOR,
INTERIOR, COMUNIOR, FLEXIOR, COORDIOR, and AGIOR asdependent
variables of the model, and the MARSUP was mairifgcted by two important
predictors; the TRUSTIOR3(=-.376, p<.005) and the COMITIOR=.317, p<.05).
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5.3.3 Factors Affecting Financial Benefits of théOR

The second research question of this study askesv“iuch variance in the
financial benefits of the IOR can be explained hyst in the IOR, commitment,
interdependence, coordination, communication, @petion, conflict resolution,
formalization in the I0R, flexibility in the IOR,na frequency of interaction? Which
is the best predictor of the financial benefitshaf IOR? Standard multiple regression
was performed between the FIBENIOR as the dependerdble and TRUSTIOR,
PARTIOR, COMITIOR, CORESIOR, FORMIOR, INTERIOR, CQMIOR,
FLEXIOR, COORDIOR, and FREINTER as the independeariables in order to
find out the answer to these research questionsoatedt the second hypothesis of the
research.

Hypothesis 2: There were different variances imriicial benefits of the IOR
that could be explained by trust in the IOR, commeibt, interdependence,
coordination, communication, participation, cortflresolution, formalization in the
IOR, flexibility in the IOR, and frequency of intstion.

For greater clarity, a regression equation for niedel of FIBENIOR was
written using the standardized coefficients (Batapble 5.10 as follows:

FIBENIOR = .002(TRUSTIOR) + .152(PARTIOR) (Eq. 2)

+.212(COMITIOR) -.061(CORESIOR)
+.126(FORMIOR) + .016(INTERIOR)
-.096(COMUNIOR) + .022(FLEXIOR)
+.160(COORDIOR) + .214 (FREINTER)

where:

. FIBENIOR : The dependent variable (Financial Benefits ef tDR)

. TRUSTIOR: Trust in the IOR

. PARTIOR: Participation in the IOR

. COMITIOR: Commitment to the IOR

. CORESIOR: Conflict resolution in the IOR
. FORMIOR: Formalization in the IOR

. INTERIOR: Interdependence of the IOR

. COMUNIOR: Communication in the IOR
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FLEXIOR:  Flexibility in the IOR
. COORDIOR: Coordination of the IOR
. FREINTER: Frequency of Interaction

Table 5.9 shows that there were significant refsigps between the
dependent variable of FIBENIOR and the indepengantbles: PARTIOR (r=.517,
p<.001), COMITIOR (r=.539, p<.001), FORMIOR (r=.23p<.05), FLEXIOR
(r=.401, p<.001), COORDIOR (r=.383, p<.001), andERRTER (r=.470, p<.001).
This indicates that a high level of participationthe IOR, commitment to the IOR,
formalization in the IOR, flexibility in the IOR, oordination of the IOR, and
frequency of interaction were associated with thgh hevel of financial benefits of
the IOR.

In general, the FIBENIOR was moderately correlatgth the PARTIOR,
COMITIOR, FORMIOR, FLEXIOR, COORDIOR, and FREINTERs shown in the

correlation coefficients and significant leveldatle 5.9.



Table 5.9 Descriptions and Variables’ Correlations of the ENBOR Model

FIBENIOR 1 2 3 4 5 6 7 8 9
1. TRUSTIOR .083 1.000
2. PARTIOR 517+ .083 1.000
3. COMITIOR .539** .163*  .698** 1.000
4. CORESIOR -.115 237 -.094 -1171.000
5. FORMIOR 237* A73 242 .292** 176  1.000
6. INTERIOR .022 .203* .012 .089 .054 .073 1.000
7. COMUNIOR .043 .644**  .060 121 .066  .461*1163* 1.000
8. FLEXIOR A401** .029  .574** 540** -043 .249* -.047 .012 1.000
9. COORDIOR .383** 108  .330**.415** -146  .158* .038 121 .376** 1.000
10. FREINTER A70%* 137 .566**.510** -.039 .164* -.047 .128  .398** .273*
Mean 18.9825 7794 3918 4859 6.73 2296 6.71 6.98 15.04 7.67
SD 2.94487 23.83 484 514 249 441 179 201 1.88 1.18

Note: * Significant level at p < .05, ** SignificantVel at p < .001

9.7
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The model was statistically significant at p<.00@8 F(10, 113) = 6.775 and
had an R squared value of .397, which explains B@réent of the variance in the
FIBENIOR. This indicates that as a whole all of tindependent variables
contributed to explaining nearly 40 percent of vhe@ance of the FIBENIOR.

Table 5.10 Coefficients between 1Vs and FIBENIOR

Standardized

Coefficients Sig. Correlations
(Beta) (Part)
TRUSTIOR .002 .986 .001
PARTIOR 152 .206 .097
COMITIOR 212 074 .138
CORESIOR -.061 461 -.057
FORMIOR 126 190 101
INTERIOR .016 .837 .016
COMUNIOR -.096 .360 -.070
FLEXIOR .022 .826 017
COORDIOR .160 .069 141
FREINTER 214 .029 170

Note: Dependent Variable: FIBENIOR: Total financial bétseof IOR
- Predictors: TRUSTIOR, PARTIOR, COMITROCORESIOR, FORMIOR,
INTERIOR, COMUNIOR, FLEXIOR, COORDIOR, FRETER
- ANOVA: F(10, 113) = 6.775, Sig. = 0q0< .0005
- Model summary: &= .397

To answer the question “Which is the best prediofdhe financial benefits of
the IOR?”, an interpretation was done for all pagters from table 5.10 above. To
compare the contribution of each independent viriabthe FIBENIOR and to find

out which variables made a significant unique dbatron to the prediction of the
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FIBENIOR, standardized beta valu¢d and significant values (p) were used. There
was only 1 variable out of 10 independent variabiekided in the model that made a
statistically significant unique contribution toetlrIBENIOR with a significant value
of (p<.05). The FREINTER had the largest beta &g =.214, p<.05) and was
considered the most important factor. This indisathat the FREINTER was the
factor that had the most effect on the FIBENIOR ammhtributed the highest
percentage (as correlation part value was .170jtarsjuare makes nearly 3 percent)
of the total variance in the dependent variablegmwthe variance explained by all
other variables in the model was controlled forhisTmeans that every 1-standard
deviation increase in the FREINTER contributes acrdase of the score of the
FIBENIOR. In this case, every 1-standard deviatimrease in the FREINTER will
contribute an increase of a score of .214 to tBERNIOR while other factors of the
model are kept unchanged.

It was concluded that 40 percent of the variancde FIBENIOR could be
explained by the TRUSTIOR, PARTIOR, COMITIOR, CORE8&, FORMIOR,
INTERIOR, COMUNIOR, FLEXIOR, COORDIOR, and the FRHIER as
independent variables of the model and the FIBENMz#® mainly affected by a
single important predictor: the FREINTER £.214, p<.05).

5.3.4 Factors Affecting Business Success of theRO

The third research question of this study askedwHuauch variance in
business success of the IOR can be explained Isy imnuthe IOR, commitment,
interdependence, coordination, communication, @petion, conflict resolution,
formalization in the IOR, and flexibility of the R? Which is the best predictor of
business success of the IOR?” Standard multigeession was performed between
the BUSUCIOR as the dependent variable and the TRORS, PARTIOR,
COMITIOR, CORESIOR, FORMIOR, INTERIOR, COMUNIOR, EKXIOR, and
COORDIOR as the independent variables to find bet answer to this research
guestion and to test the hypothesis 3.

Hypothesis 3: There were variances in the busisassess of the IOR that

could be explained by trust in the IOR, commitmemtgerdependence, coordination,
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communication, participation, conflict resolutiofgrmalization in the IOR, and
flexibility of the IOR.
For greater clarity, a regression equation forrnttzelel of the BUSUCIOR can
be written using the standardized coefficients &pet table 5.12 as follows:
BUSUCIOR = .293(TRUSTIOR) - .131(PARTIOR) (Eq. 3)
+.573(COMITIOR) + .142 (CORESIOR)
-.089(FORMIOR) - .056(INTERIOR)
-.262(COMUNIOR) - .027(FLEXIOR)
+.138(COORDIOR)
where:
. BUSUCIOR: The dependent variable (Business Success ¢OiRe
TRUSTIOR: Trust in the IOR

. PARTIOR: Participation in the IOR

. COMITIOR: Commitment in the IOR

. CORESIOR: Conflict resolution in the IOR
. FORMIOR: Formalization in the IOR

. INTERIOR: Interdependence in the IOR
. COMUNIOR: Communication in the IOR

. FLEXIOR: Flexibility of the IOR
. COORDIOR: Coordination of the IOR

Table 5.11 shows that there were significant refethips between the
dependent variable of BUSUCIOR and independenabas: TRUSTIOR (r=.201,
p<.05), PARTIOR (r=.272, p<.05), COMITIOR (r=.49%:.001), FLEXIOR (r=.238,
p<.05), and COORDIOR (r=.285, p<.001). This metuas an increase in trust in the
IOR, participation in the IOR, commitment to theRQflexibility of the IOR, and
coordination of the IOR will be associated withiacrease in the business success of
the IOR.

In conclusion, the BUSUCIOR was modestly correlatéth the TRUSTIOR,
PARTIOR, COMITIOR, FLEXIOR, and COORDIOR, as shownthe correlation

coefficients and significant levels in table 5.11.



Table5.11 Descriptive Statistics and Variables’ Correlatiofishe BUSUCIOR Model

BUSUCIOR 1 2 3 4 5 6 7 8
1. TRUSTIOR .201* 1.000
2. PARTIOR 272% .083  1.000
3. COMITIOR A493** 163*  .698**  1.000
4. CORESIOR .102 237 -094  -117 1.000
5. FORMIOR .100 AT73* 242%  292**  176* 1.000
6. INTERIOR .018 203 .012 .089 .054 .073  1.000
7. COMUNIOR -.036 .644**  .060 121 .066 .461** .163 1.000
8. FLEXIOR .238* .029  574** 540** -043 .249* 40  .012 1.000
9. COORDIOR .285** 108  .330** .415** -146 .158* .038 121 376**
Mean 11.1053 7794 3918 4859 673 2296 671 6.98 15.04
SD 1.78672 2383 4838 5137 249 441 179 201 1.88

Note: * Significant level at p < .05, ** SignificantVel at p < .001

08T
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The model was statistically significant at p<.00@8 F(10, 113) = 6.290 and
had an R squared value of .352, which explaine@ pbrcent of the variance in the
BUSUCIOR. This indicates as a whole that all oé timdependent variables
contributed to explaining nearly 35.2 percent &f Wlariance of the BUSUCIOR.

Table 5.12 Coefficients between 1Vs and BUSUCIOR

Standardized

Coefficients Sig. Correlations
(Beta) (Part)

TRUSTIOR 293 .010 .208
PARTIOR -131 .266 -.088
COMITIOR 573 .000 379

CORESIOR 142 .096 133
FORMIOR -.089 .365 -.072
INTERIOR -.056 495 -.054
COMUNIOR -.262 .017 -.192
FLEXIOR -.027 791 -.021
COORDIOR 138 128 121

Note: Dependent Variable: BUSUCIOR: Total Business Ssead IOR
- Predictors: TRUSTIOR, PARTIOR, COMITROCORESIOR, FORMIOR,
INTERIOR, COMUNIOR, FLEXIOR, COORDIOR
- ANOVA: F(9, 113) = 6.290, Sig. = 0qD< .0005
- Model summary: = .352

To answer the question “Which is the best prediofdyusiness success of the
IOR?”, an interpretation was done for all parangetigom table 5.12 above. To
compare the contribution of each independent viriedothe BUSUCIOR and to find
out which variables made a significant unique dbation to the prediction of the
BUSUCIOR, standardized beta valug¥ &4nd significant values (p) were used. There
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were three variables out of nine independent viesaincluded in the model making a
statistically significant unique contribution toet BUSUCIOR with a significant
value (p<.05 and p<.0005). The COMITIOR had thegydat beta valuep(=.573,
p<.0005) and was considered the most importanbifactThis indicates that the
COMITIOR was the factor that had the most effect the BUSUCIOR and
contributed the highest percentage (as the coioelgiart value was .379 and its
square makes 14.4 percent) of the total variandeardependent variable, when the
variance explained by all other variables in thededlavas controlled for. This means
that every one unit change in the COMITIOR will tidpute an increase in the score
of the BUSUCIOR. In this case, every one unit barmge in the COMITIOR will
contribute an increase in the score of .379 abloeaverage in the BUSUCIOR while
other factors of the model are kept unchanged.e Sdtond important factor was the
TRUSTIOR (3=.293, p<.05) with the percentage (as the cormeiapart value was
.208, and its square makes 4.3 percent) of thévatance in the BUSUCIOR. The
third important factor was the COMUNIOR=-.262, p<.05), which was significant
in making a unique contribution to the predictidrttee BUSUCIOR and contributed
a negative score to the BUSUCIOR. In this caseryewne unit of change in the
COMUNIOR will contribute a decrease of a score.@62 above the average in the
BUSUCIOR while other factors of the model are kepthanged.

It was concluded that 35.2 percent of the variande BUSUCIOR could be
explained by the TRUSTIOR, PARTIOR, COMITIOR, CORER, FORMIOR,
INTERIOR, COMUNIOR, FLEXIOR, and COORDIOR as indepent variables of
the model and the BUSUCIOR was mainly affectedHrgd important predictors of
the COMITIOR @ =.573, p<.0005), TRUSTIOR3£.293, p<.05), and COMUNIOR
(B=-.262, p<.05).

5.3.5 Effects of Marketing Supports and FinanciaBenefits on Business
Success of the IOR
The fourth question of this research asked “How Imwariance in the
business success of the IOR can be explained bketivay supports and financial

benefits?” and “Which is the best predictor of business success of the IOR?”
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Hypothesis 4: There were variances in the busisassess of the IOR that
could be explained by marketing supports in the BD the financial benefits of the
IOR.

For greater clarity, a regression equation fomtuoelel of the BUSUCIOR was
written using the standardized coefficients (Batapble 5.14 as follows:

BUSUCIOR = .023(MARSUP) + .481(FIBENIOR) (Eq. 4)

where:

. BUSUCIOR: The dependent variable (Business Success ¢OiRe

. MARSUP:  Marketing supports in the IOR

. FIBENIOR: Financial benefits of the IOR

Table 5.13 shows that there were significant refethips between the
dependent variable of BUSUCIOR and the independamnéables: MARSUP (r=.271,
p<.05) and FIBENIOR (r=.493, p<.05). This indicathat a high level of marketing
supports in the IOR and a high level of financiahéfits of the IOR are associated
with a high level of business success of the IOR.

In general, the BUSUCIOR was modestly correlateth the MARSUP and
moderately correlated with the FIBENIOR, as showrthe correlation coefficients

and significant levels in table 5.13.
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Table 5.13 Descriptive Statistics and Correlations between NAIR, FIBENIOR,
and BUSUCIOR

BUSUCIOR MARSUP FIBENIOR
MARSUP 271% 1.000
FIBENIOR A493** .516** 1.000
Mean 11.1053 10.73 18.98
SD 1.78672 2.49 2.94

Note: * Significant level at p < .05, ** SignificantVel at p <.001

The results presented in table 5.14 below indithé¢ the BUSUCIOR as
positively and statistically significant at p<.000&h F(2, 113) = 17.871 and had an
R squared value of .244, which explains 24.4 pdragnthe variance in the
BUSUCIOR. This indicates as a whole that the MARSENnd FIBENIOR
contributed to explaining 24.4 percent of the vac@of the BUSUCIOR.

Table 5.14 Coefficients between MARSUP, FIBENIOR, and BUSUCIOR

Standardized

Coefficients Sig. Correlations
(Beta) (Part)
MARSUP .023 .814 .019
FIBENIOR 481 .000 412

Note: Dependent Variable: BUSUCIOR: Total Business Ssead IOR
- Predictors: MARSUP, FIBENIOR
- ANOVA: F(2, 113) = 17.871, Sig. = 0@D< .0005
- Model summary: R .244
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To answer the question “Which is the best prediofdhe business success of
the IOR?”, an interpretation was done for all pagtars from table 5.14 above. Only
the FIBENIOR made a significant unique contributibm the prediction of the
BUSUCIOR with a significant value (p<.0005). FIBEDR had the largest beta
value ¢ =.481, p<.0005) and was considered the most irapbrtactor. This
indicates that the FIBENIOR was the factor that Hhd most effect on the
BUSUCIOR and contributed the highest percentagec@aselation part value was
412, and its square makes nearly 17 percent)edtotial variance in the BUSUCIOR,
when the variance explained by the MARSUP in thel@hevas controlled for. This
means that every one l-standard deviation incremsiee financial benefits of the
IOR will contribute an increase in the score of B@SUCIOR. In this case, every 1-
standard deviation increase in the FIBENIOR wilhizdoute an increase of a score of
481 in the BUSUCIOR while the factor of MARSUPtbé model is kept unchanged.

It was concluded that 24.4 percent of the variandbe BUSUCIOR could be
explained by the MARSUP and FIBENIOR and that tHéSBICIOR was mainly
affected by an important predictor—the FIBENIQRF481, p<.0005).

5.3.6 Factors Affecting the Relationship Performace Satisfaction with
the IOR

The fifth research question of this study asked wHmuch variance in
relationship performance satisfaction with the 1@t can be explained by trust in
the IOR, commitment, interdependence, coordinatbimmmunication, participation,
conflict resolution, formalization in the IOR, fléity of the IOR, importance of the
IOR, and organizational compatibility? Which iethest predictor of relationship
performance satisfaction with the IOR? Standardtipte regression was performed
between REPESA as the dependent variable and TRLSTIPARTIOR,
COMITIOR, CORESIOR, FORMIOR, INTERIOR, COMUNIOR, EKXIOR,
COORDIOR, and ORGCOMP as the independent varidablésd out the answer to
this research question and to test hypothesis 5.

Hypothesis 5: There are variances in REPESA thatbeaexplained by trust
in the IOR, commitment, interdependence, coordomati communication,
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participation, conflict resolution, formalization the IOR, of the IOR, importance of
the IOR, and organizational compatibility.
For greater clarity, a regression equation apphetthe model of the REPESA
was written using standardized coefficients (Betdable 5.16 as follows:
REPESA = .835(TRUSTIOR) - .037(PARTIOR) (Eq. 5)
- .024(COMITIOR) + .182(CORESIOR)
+ .045(FORMIOR) + .043(INTERIOR)
- .060(COMUNIOR) + .052(FLEXIOR)
+.074(COORDIOR) -.026(ORGCOMP)
where:
. REPESA: The dependent variable (Relationship Perform&atesfaction)
TRUSTIOR: Trust in the IOR

. PARTIOR: Participation in the IOR

. COMITIOR: Commitment to the IOR

. CORESIOR: Conflict resolution in the IOR
. FORMIOR: Formalization in the IOR

. INTERIOR: Interdependence in the IOR
. COMUNIOR: Communication in the IOR

. FLEXIOR:  Flexibility in the IOR
. COORDIOR: Coordination of the IOR
. ORGCOMP: Organizational Compatibility

Table 5.15 shows that there were significant refethips between the
dependent variable of REPESA and the independeigblas:; TRUSTIOR (r=.876,
p<.05), CORESIOR (r=.382, p<.001), FORMIOR (r=.45%.001), INTERIOR
(r=.217, p<.05), and COMUNIOR (r=.521, p<.05). gmheans that high a level of
trust in the IOR, conflict resolution in the IORprmalization in the IOR,
interdependence, and communication in the IOR as®aated with high level of
relationship performance satisfaction with the IOR.

In summary, the REPESA was moderately correlatetl tie TRUSTIOR,
CORESIOR, FORMIOR, INTERIOR, and COMUNIOR.



Table5.15 Descriptive Statistics and Variables’ Correlatiofisthe REPESA Model

. COORDIOR 132

10. ORGCOMP -.137

REPESA 1 2 3 4 5 6 7 8 9
1. TRUSTIOR .876* 1.000
2. PARTIOR .052 .083  1.000
3. COMITIOR 125 .163* .698** 1.000
4. CORESIOR .382** 237 -.094 -117 1.000
5. FORMIOR AB2% 473 242 .292**  .176*  1.000
6. INTERIOR 217* 203*  .012 .089 .054 .073 1.000
7. COMUNIOR  .521** .644* 060 121 .066  .461* .163* 1.000
8. FLEXIOR .061 029  .574* 540**  -.043  .249*  -.047 .012  1.000
9

108  .330** .415** -146  .158* .038 121 .376** 1.000
-125 .335**.333**  -.103 153 -.115 .030 .333** .211*

Mean 31.4825
SD 9.69557

7794 3918 4859 6.73 22.97 6.71 698 1504 7.67
2383 484 5.14 2.49 441 1.79 2.01 1.88 1.18

Note: * Significant level at p < .05, ** SignificantVel at p < .001

/8T
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The model was statistically significant at p<.0008h F(10, 113) = 44.231
and had an R squared value of .811, which exp®&inE percent of the variance in the
REPESA. This indicates as a whole that all ofitftependent variables contributed
to explaining more than 81 percent of the variasidhe REPESA.

Table 5.16 Coefficients between 1Vs and REPESA

Standardized

Coefficients Sig. Correlations
(Beta) (Part)
TRUSTIOR .835 .000 576
PARTIOR -.037 .560 -.025
COMITIOR -.024 714 -.016
CORESIOR .182 .000 170
FORMIOR .045 403 .036
INTERIOR .043 331 .042
COMUNIOR -.060 312 -.044
FLEXIOR .052 .361 .039
COORDIOR 074 129 .065
ORGCOMP -.026 591 -.023

Note: Dependent Variable: REPESA: Total Relationshigd?erance Satisfaction
- Predictors: TRUSTIOR, PARTIOR, COMITROCORESIOR, FORMIOR,
INTERIOR, COMUNIOR, FLEXIOR, COORDIOR, ORGCOMP
- ANOVA: F(10, 113) = 44.231, Sig. = Q@< .0005
- Model summary: R .811

To answer the question “Which is the best prediabrthe relationship
performance satisfaction with the IOR?”, an intetation was done for all parameters
from table 5.16 above. To compare the contribugbrach independent variable on

the REPESA and to find out which variables madigificant unique contribution to
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the prediction of the REPESA, standardized betaesmf) and significant values (p)
were used. Two variables out of ten independenti@s were included in the
model that made a statistically significant unigquomtribution to the REPESA with
significant value (p<.0005). The TRUSTIOR had tamest beta valueB(=.835,
p<.0005) and was considered the most importanbrfactThis indicated that the
TRUSTIOR was the factor that had the most effecthenREPESA and contributed
the highest percentage (as correlation part vakhee . %76, and its square makes nearly
33.2 percent) of the total variance in the depehd@miable, when the variance
explained by all other variables in the model wastilled for. In this case, every 1-
standard deviation increase in the TRUSTIOR wilitcbute an increase of a score of
.835 to the REPESA while other factors of the maale kept unchanged. The
second important factor was the CORESI@R.182, p<.0005) with the percentage
(as correlation part value was .170, and its sqoeakes nearly 3 percent) of the total
variance in the REPESA. In this case, every ldgstah deviation increase in the
CORESIOR will contribute an increase of a scorel8R to the REPESA while other
factors of the model are kept unchanged.

It was concluded that 81.1 percent of the variancikhe REPESA could be
explained by the TRUSTIOR, PARTIOR, COMITIOR, CORER, FORMIOR,
INTERIOR, COMUNIOR, FLEXIOR, COORDIOR, and ORGCOMR independent
variables of the model and the REPESA was mainfgctdd by two important
predictors: the TRUSTIOR3(=.835, p<.0005), and CORESIOR=(182, p<.0005).

5.3.7 Effects of the Marketing Supports and Finanal Benefits on the
Relationship Performance Satisfaction with the IOR

The sixth question of this research asked “How muwehiance in the
relationship performance satisfaction with the 10&h be explained by marketing
supports and financial benefits?” and “What is thest predictor of relationship
performance satisfaction with the IOR?”

Hypothesis 6: There are variances in the relatipngarformance satisfaction
with the IOR that can be explained by marketingosuifs and the financial benefits of
the IOR.
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For greater clarity, a regression equation fomtuoelel of the BUSUCIOR was
written using the standardized coefficients (Batapble 5.18 as follows:

REPESA = -.133(MARSUP) + .196 (FIBENIOR) (Eq. 6)
where:

. REPESA: The dependent variable (Relationship Perform&@atesfaction)
. MARSUP: Marketing supports in the IOR

. FIBENIOR: Financial benefits of the IOR

Table 5.17 shows that there was no significanttioglahip between the

dependent variable of REPESA and the independeriablas: MARSUP and
FIBENIOR.

Table 5.17 Descriptive Statistics and Correlations between NBAR, FIBENIOR,

and REPESA
REPESA MARSUP FIBENIOR
MARSUP -.032 1.000
FIBENIOR 127 .516** 1.000
Mean 31.4825 10.7281 18.9825
SD 9.69557 2.48993 2.94487

Note: ** Significant level at p <.001

The results presented in table 5.18 below indithée the REPESA as not
statistically significant at p<.05 with F(2, 113)1669 and had an R squared value of
only .029, which explains 2.9 percent of the vaze&am the REPESA. This indicates
as a whole that the MARSUP and FIBENIOR contributedexplaining only 2.9
percent of the variance of the REPESA.
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Table 5.18 Coefficients between MARSUP, FIBENIOR, and REPESA

Standardized

Coefficients Sig. Correlations
(Beta) (Part)
MARSUP -.133 225 -.114
FIBENIOR 196 .076 .168

Note: Dependent Variable: REPESA: Total Relationshigd?erance Satisfaction
- Predictors: MARSUP, FIBENIOR
- ANOVA: F(2, 113) = 1.669, Sig. =.198> .05
- Model summary: R .029

To answer the question “What is the best prediobdr relationship
performance satisfaction with IOR?”, an interprietatwas done for all parameters
from table 5.18 above. Neither the MARSUP nor fiBENIOR made any
statistically significant unique contribution teetlREPESA with a significant value of
(p>.05).

It was concluded that only 2,9 percent of the vargain the REPESA could be
explained by the MARSUP and FIBENIOR, and the REREéas not affected by
either the MARSUP or the FIBENIOR.

5.3.8 Factors Affecting the Overall IOR Success

The seventh research question of this study askkmv*much variance in
overall IOR success can be explained by trust ie 1®OR, commitment,
interdependence, coordination, communication, @petion, conflict resolution,
formalization in the IOR, flexibility of the IORmportance of the IOR, organizational
compatibility, frequency of interaction, and agetio¢ IOR?” and “What is the best
predictor of overall IOR success?” Standard midtipegression was performed
between the OVIORSUC as the dependent variable T®RASTIOR, PARTIOR,
COMITIOR, CORESIOR, FORMIOR, INTERIOR, COMUNIOR, EKXIOR,
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COORDIOR, ORGCOMP, FREINTER, and AGIOR as the iraejent variables to
find out the answer for this research questiontartdst hypothesis 7.

Hypothesis 7: There were variances in overall IQRcsss that could be
explained by trust in the IOR, commitment, intereleglence, coordination,
communication, participation, conflict resolutidarmalization in the IOR, flexibility
of the IOR, importance of the IOR, organizationampatibility, frequency of
interaction, and age of the IOR.

For greater clarity, a regression equation formttoelel of the OVIORSUC was
written using the standardized coefficients (Batapble 5.20 as follows:

OVIORSUC = - .078TRUSTIOR) - .150(PARTIOR) (Eq. 7)

+.441(COMITIOR) - .034(CORESIOR)

- .013(FORMIOR) - .004(INTERIOR)
+.096(COMUNIOR) + .143(FLEXIOR)

+ .040(COORDIOR) + .104(ORGCOMP)
+ .243(FREINTER) + .045(AGIOR)

where:

. OVIORSUC: The dependent variable (Overall IOR success)

. TRUSTIOR: Trust in the IOR

. PARTIOR: Participation in the IOR

. COMITIOR: Commitment to the IOR

. CORESIOR: Conflict resolution in the IOR
. FORMIOR: Formalization in the IOR
. INTERIOR: Interdependence in the IOR

. COMUNIOR: Communication in the IOR
. FLEXIOR:  Flexibility in the IOR

. COORDIOR: Coordination of the IOR

. ORCOMPAT: Organizational Compatibility
. FREINTER: Frequency of Interaction

. AGIOR: Age of the IOR
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Table 5.19 shows that there were significant refethips between the
dependent variable, the OVIORSUC, and the independariables: PARTIOR
(r=.429, p<.001), COMITIOR (r=.592, p<.001), FORMRO (r=.182, p<.05),
FLEXIOR (r=.442, p<.001), COORDIOR (r=.324, p<.000)RGCOMP (r=.354,
p<.001), and FREINTER (r=.492, p<.001). This iradéed that the high level of
participation in the IOR, commitment to the IORgnf@lization in the IOR, flexibility
in the IOR, coordination of the IOR, organizatiocampatibility, and frequency of
interaction were associated with a high level afrall IOR success.

In summary, the OVIORSUC was moderately correlatett the PARTIOR,
COMITIOR, FLEXIOR, and FREINTER and modestly coateld with the
FORMIOR, COORDIOR, and ORGCOMP.



Table5.19 Descriptive Statistics and Variables’ Correlatiofishe OVIORSUC Model

OVIORSUC 1 2 3 4 5 6 7 8 9 10 11

1. TRUSTIOR .069 1.00

2. PARTIOR A29** .083 1.00

3. COMITIOR .592** .163* .698** 1.00

4. CORESIOR -117 237 -.094 -117 1.00

5. FORMIOR .182* A73* 242 .292* .176* 1.00

6. INTERIOR .006 .203* .012 .089 .054 .073 1.00

7. COMUNIOR 127 .644** 060 .121 .066 .461** .163* 1.00

8. FLEXIOR A42%* 029 .574**.540** -.043 .249* -047 .012 1.00

9. COORDIOR .324** 108 .330**.415** -.146 .158* .038 .121 .376** 1.00

10. ORGCOMP .354** -.125 .335*%333** -.103 .153 -115 .030 .333** .211* 1.00

11. FREINTER A492** 137  .566**510** -.039 .164* -.047 .128 .398** .273* .332** 1.00

12. AGIOR 111 271 102 103 .043 .098 101  .100087 .073 .055 .123
M ean 272368 7794 3918 4859 6.73 229 671 698 1504 767 11.04 1948
SD 321309 2383 484 514 249 441 179 201 1.88 118 175 264

Note: * Significant level at p < .05, ** SignificantVel at p < .001

V6T
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odel was statistically significant at p<.00@& F(12, 113) = 6.681 and

had an R squared value of .443, which explains pér8ent of the variance in the

OVIORSUC.

This indicated as a whole that all ot tindependent variables

contributed to explaining more than 44 percentefvariance of the OVIORSUC.

Table 5.20 Coefficients between 1Vs and OVIORSUC

Standardized
Coefficients Sig. Correlations
(Beta) (Part)
TRUSTIOR -.078 490 -.051
PARTIOR -.150 199 -.096
COMITIOR 441 .000 .286
CORESIOR -.034 .667 -.032
FORMIOR -.013 .887 -.011
INTERIOR -.004 .954 -.004
COMUNIOR .096 .353 .069
FLEXIOR 143 .148 .108
COORDIOR .040 .640 .035
ORGCOMP 104 229 .090
FREINTER 243 .012 .190
AGIOR .045 .569 .042

Note: Dependent Variable: OVIORSUC: Total Overall SuscesIOR
- Predictors: TRUSTIOR, PARTIOR, CONIDR, CORESIOR, FORMIOR,

INTERIOR, COMUNIOR, FLEXIOR, COORDIOR, ORGCOMP,
FREINTER, AGIOR

- ANOVA: F(12, 113) = 6.681, Sig. =@ < .0005
- Model summary:’R- .443
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To answer the question “Which is the best prediofayverall IOR success?”,
an interpretation was done for all parameters ftabte 5.20 above. To compare the
contribution of each independent variable to thel@RSUC and to find out which
variables made a significant unique contributionhi® prediction of the OVIORSUC,
standardized beta valug}) @nd significant values (p) were used. Two vdesiout
of twelve independent variables were included m ttodel that made a statistically
significant unique contribution to the OVIORSUC Mitsignificant value of
(p<.0005). The COMITIOR had the largest beta vdue.441, p<.0005) and was
considered the most important factor. This indidathat the COMITIOR was the
factor that had the most effect on the OVIORSUC aodtributed the highest
percentage (as correlation part value is .286,i@nsbjuare makes nearly 8.2 percent)
of the total variance in the dependent variable wtiee variance explained by all
other variables in the model was controlled fom this case, every l-standard
deviation increase in the COMITIOR will contribude increase of a score of .441 to
the OVIORSUC while other factors of the model aeptkunchanged. The second
important factor was the FREINTERBH.243, p<.05), with a percentage (as
correlation part value was .190, and its squarees@6 percent) of the total variance
in the OVIORSUC. In this case, every l-standardial®n increase in the
FREINTER will contribute an increase of a score2%3 to the OVIORSUC while
other factors of the model are kept unchanged.

It was concluded that 44.3 percent of variancehin ©VIORSUC could be
explained by the TRUSTIOR, PARTIOR, COMITIOR, CORER, FORMIOR,
INTERIOR, COMUNIOR, FLEXIOR, COORDIOR, ORGCOMP, FRHER, and
AGIOR as independent variables of the model and MWORSUC was mainly
affected by two important predictors: COMITIOR3 (=.441, p<.0005), and
FREINTER (=.243, p<.05).

5.3.9 Effects of Marketing Supports, Financial Beefits, Business Success,
and Relationship Performance Satisfaction with theOverall IOR
Success

The eighth question of this research asked “Howmuagiance in overall IOR

success can be explained by marketing supportmdial benefits, business success,
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and relationship performance satisfaction with t@&R?” and “What is the best
predictor of the overall success of the IOR?”

Hypothesis 8a: There are variances in overall IQRcass that can be
explained by marketing supports, financial benghtssiness success, and relationship
performance satisfaction with the IOR.

For greater clarity, a regression equation appliedthe model of the
BUSUCIOR was written using the standardized coieffits (Beta) in table 5.22 as
follows:

OVIORSUC =.311(MARSUP) +.247(FIBENIOR) +.190(BUSUCIOR) ().

where:

. OVIORSUC: The dependent variable (Overall IOR success)

. MARSUP:  Marketing supports in the IOR

. FIBENIOR: Financial benefits of the IOR
. BUSUCIOR: Business success of the IOR
. REPESA: Relationship performance satisfaction WithIOR

Table 5.21 shows that there were significant refethips between the
dependent variable of OVIORSUC and the independarables: MARSUP (r=.490,
p<.001), FIBENIOR (r=.502, p<.001), and BUSUCIOR.R96, p<.001). This shows
that the high level of marketing supports in th&|G@nancial benefits of the IOR, and
business success of the IOR were associated waitfhdevel of overall IOR success.

In conclusion, the OVIORSUC was moderately coreslawith the MARSUP,
FIBENIOR, and BUSUCIOR.
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Table 5.21 Descriptive Statistics and Correlations between AR, FIBENIOR,
BUSUCIOR, REPESA, and OVIORSUC

OVIORSUC 1 2 3 4
1. MARSUP A490** 1.000
2. FIBENIOR .502** .516** 1.000
3. BUSUCIOR .396** 271% A493** 1.000
4. REPESA .074 -.032 127 277 1.000
Mean 27.2368 10.7281 18.9825 11.1053  31.4825
SD 3.21309 2.48993 2.94487 1.78672  9.69557

Note: * Significant level at p < .05, ** SignificantVel at p <.001

The results presented in table 5.22 below inditaé the OVIORSUC was
positively and statistically significant at p<.000&h F(4, 113) = 14.810 and had an
R squared value of .352, which explains 35.2 pdragnthe variance in the
OVIORSUC. The interpretation is that as a whole MMARSUP, FIBENIOR,
BUSUCIOR, and REPESA contributed to explaining 3ae2cent of the variance of
the OVIORSUC.
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Table 5.22 Coefficients between MARSUP, FIBENIOR, BUSUCIOR,
REPESA, and OVIORSUC

Standardized
Coefficients Sig. Correlations
(Beta) (Part)
MARSUP 311 .001 .264
FIBENIOR 247 .015 191
BUSUCIOR 190 .040 .160
REPESA .000 .999 .000

Note: Dependent Variable: OVIORSUC: Total Overall SuscesIOR
- Predictors: MARSUP, FIBENIOR, BUSUROREPESA
- ANOVA: F(4, 113) = 14.810, Sig. = @® < .0005
- Model summary: R .352

To answer the question “Which is the best prediotayverall IOR success?”,
an interpretation was done for all parameters ftable 5.22 above. MARSUP,
FIBENIOR, and BUSUCIOR made a significant uniquatdbution to the prediction
of the OVIORSUC with a significant value (p<.0005)he MARSUP had the largest
beta value { =.311, p<.001) and was considered the most impbftctor. This
indicated that the MARSUP was the factor that hhd tnost effect on the
OVIORSUC and contributed the highest percentagéh@sorrelation part value was
.264, and its square makes nearly 7 percent) ofotiaé variance in the OVIORSUC
when the variance explained by the OVIORSUC in itiedel was controlled for.
This means that every 1-standard deviation increasege MARSUP will contribute
an increase of the OVIORSUC score. In this caseryel-standard deviation
increase in the MARSUP will contribute an increasfea score of .311 to the
OVIORSUC while other factors of the model are kepchanged. The second
important factor was the FIBENIOR, which had a bethue of § =.247, p<.05) and

contributed more than 3.6 percent (as the coroglapart value was .191, and its
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square makes more than 3.6 percent) of the totanee in the OVIORSUC. In this
case, every l-standard deviation increase in tlBEMNIOR is associated with an
increase of .247 in the OVIORSUC while other fastof the model are controlled
for. The third important factor of this model wia® BUSUCIOR, which had a beta
value of ¢ =.190, p<.05) and contributed 2.7 percent of taltvariance to the

OVIORSUC. This means that every 1-standard denaticrease in the BUSUCIOR
will contribute an increase of a score of .190 abthwe average in the OVIORSUC
while other factors are kept unchanged.

It was concluded that 35.2 percent of the variandee OVIORSUC could be
explained by the MARSUP, FIBENIOR, BUSUCIOR, and FESA, and the
OVIORSUC as mainly affected by three important prieds: the MARSUP[{ =.311,
p<.001), FIBENIOR f§ =.247, p<.05), and BUSUCIOR £.190, p<.05).

5.3.10 Direct and Indirect Effects of the OverallOR Success

Lastly, in order to answer the ninth research qoestvhich asked “To what
extent do the factors of marketing supports inl®R, financial benefits of the IOR,
business success of the IOR, relationship perfocenaatisfaction with the IOR, and
other independent variables directly and indire@&kplain overall IOR success?”,
hypothesis 8b of the research was tested.

Hypothesis 8b: The factors of marketing supportshie IOR, the financial
benefits of the IOR, business success of the I|O&ationship performance
satisfaction with the IOR, and other independeniabées directly and indirectly
affect overall IOR success.

Path analysis was performed with the dependentiraebendent variables
based on the multiple regression results from tteeipus sections, from which all
variables making significant unique contributions predicting the dependent
variables were retained for further path analysis.

The path analysis is a straightforward extensiomattiple regressions. Its
aim is to provide estimates of the magnitude aggicance of the hypothesized
causal connections between sets of variables. i$hiest explained by considering a
path diagram. In this regard, by considering therditure review, possible different
paths were identified to show theoretically stramtationship towards explaining
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overall IOR success. To assess the significancthefrelationships stated in the
hypotheses, a series of eight separate standault@imaous multiple regression
analyses were employed for each endogenous variamdenely, MARSUP,
FIBENIOR, BUSUCIOR (2 regression analyses), REPE3Aegression analyses),
and OVIORSUC (2 regression analyses). The residlthese multiple regressions
were integrated to form a path model of the fac#dfscting the overall IOR success,
as shown in Figure 5.1. In addition, the resultss@andard multiple regression
analysis also showed that the REPESA failed to eaehipractical or statistical
significance. This result indicates that the RERB#d no direct effect on the
OVIORSUC (section 5.3.9) so the variable of REPB&#s removed from the path
model of this research.

The path analysis was performed to find out thealliend indirect effects of
the independent variables on the dependent var@hileis research. The variables

that were retained and used for the path moddiisfresearch are as follows:

Endogenous variable: OVIORSUC
(Intervening endogenous variablefARSUP, FIBENIOR, BUSUCIOR
Exogenous variable TRUSTIOR, COMITIOR, COMUNIOR,

and FREINTER
Path analysis is considered the extension of neltggression, so all of the
assumptions applied to the multiple regression veése applied t the path analysis.
Additionally, there were some other considerationthis research regarding the type
of path analysis, as follows:
1) All relations are linear and additive. The cdusssumptions (what
causes what) are shown in the path diagram.
2) The residuals (error terms) are uncorrelatet thie variables in the
model and with each other.
3) The causal flow is one-way.
4) The variables are measured on interval/contiaszales.
5) The variables are measured without error (peridiability).
The total effect of one variable on the OVIORSUQ ba& divided into direct
effects (no intervening variables involved) andinect effects (through one or more
intervening variables). The direct effect of adapendent variable on the dependent
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variable of the OVIORSUC was a standardized regrassoefficient (beta) shown in
the results of standard multiple regressions freavipus sections (integrated in table
5.21, section 5.3.12) and was considered as acpafficient in the path model.

5.3.10.1 Direct Effects of the Overall IOR Success

As can be seen in table 5.23, five variables predutirect effects on
the OVIORSUC. The effect of each variable on thAd@RSUC varied; COMITIOR
(B = 0.441, p < .0005) produced the strongest diedfsct on the OVIORSUC,
followed by MARSUP f = 0.311, p < .001), FIBENIOR3(= 0.247, p < .005), and
BUSUCIOR $ = 0.190, p < .05). The indirect relationshipswesn variables and
the OVIORSUC were calculated and are discussedwbelo

5.3.10.2 Indirect Relationship between TRUSTIOR @YIORSUC

TRUSTIOR ——>» MARSUP —— OVIORSUC

-.376 X 311 = -117
TRUSTIOR —* BUSUCIOR—— OVIORSUC
.293 X .190 = .056

where:
TRUSTIOR: Trustin the IOR
MARSUP:  Marketing supports in the IOR
BUSUCIOR: Business Success of the IOR
OVIORSUC: Overall IOR Success
From the diagram and calculation presented abowani be seen that
the TRUSTIOR had an indirect effect on the OVIORSiti®ugh both the MARSUP
and BUSUCIOR. However, the indirect effect of th®USTIOR through the
MARSUP (-.117) was higher than through the BUSUCIJF6) - more than double.
5.3.10.3 Indirect Relationship between COMUNIOR &@VIORSUC
COMUNIOR — BUSUCIOR —* OVIORSUC
-.262 X .190 = -.050
where:
COMUNIOR: Communication in the IOR
BUSUCIOR: Business Success of the IOR
OVIORSUC: Overall IOR Success
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Similar to the TRUSTIOR, communication in the IORBahad an
indirect effect on the OVIORSUC through the BUSURIQ.050).
5.3.10.4 Indirect Relationship between COMITIORI @VIORSUC

COMITIOR ——»
317 X

COMITIOR —»
573 X

where:
COMITIOR:
MARSUP:
BUSUCIOR:
OVIORSUC:

MARSUP — OVIORSUC
311 = 809

BUSUCIOR —» OVIORSUC
.190 = .109

Commitment to the IOR
Marketing supports in the IOR
Business Success of the IOR
Overall IOR Success

The COMITIOR indirectly affected the OVIORSUC thghu both

intervening variables of the MARSUP and BUSUCIORowever, the indirect effect
of the COMITIOR through the BUSUCIOR on the OVIORSW.109) was greater
than the indirect effect of the COMITIOR on OVIORGUhrough the MARSUP
(.098).
5.3.10.5 Indirect Relationship between FREINTER @VIORSUC
FREINTER — FIBENIOR—+ BUSUCIOR—» OVIORS8U
214 X 481 x .190 = .019
FREINTER ——» FIBENIOR ——» OVIORSUC
214 x 247 = .053
where:
FREINTER:
FIBENIOR:
BUSUCIOR:
OVIORSUC:
Unlike the other variables, the FREINTER indirectiyfected the
OVIORSUC through two paths; one path through theENIOR and BUSUCIOR
(.019) and the other path through the FIBENIORJ)05

Frequency of Interaction
Financial Benefits of the IOR
Business Success of the IOR

Overall IOR Success
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5.3.10.6 Indirect Relationship between FIBENIOR &@VIORSUC
FIBENIOR — BUSUCIOR ——» OVIORSUC

481 X .190 = .091
Where:
FIBENIOR: Financial Benefits of the IOR
BUSUCIOR:

Business Success of the IOR
OVIORSUC: Overall IOR Success

Lastly, as shown in the diagram and calculation vabothe

OVIORSUC was indirectly affected by the FIBENIORdhgh BUSUCIOR (.091).



5.3.11 Path Diagram of the Overall |OR Success
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Figure5.1 Path Coefficients of the Structural Equation fompdthesis Testing

Note: All coefficients in the model were significaritthe .05 level.

S0¢



206

5.3.12 Summary of Path Analysis

Table 5.23 summarizes the effects of the exogemulegiendent variables on
the endogenous/dependent variable of this studggaRling the total effects, the
factor of commitment to the IOR had the strongegpact on overall IOR success
(p=.648), followed by the factor of frequency of irgtetion ¢=.315), the factor of
marketing supports in the I0R<£.311), then the factor of the financial benefitshe
IOR (3=.240) and the factor of business success of tRe(§3.190). In addition, the
factors of trust in the IOR and communication ie tOR provided negative impacts
on overall IOR success witli£-.061) and [{=-.050) respectively. The total effect of
the factors affecting overall IOR success was 1.694

With regard to the direct effects, the factor ofnenitment to the IOR also had
the strongest impact of the dependent variablevamnadl IOR success with3€.44),
followed by the factor of marketing supports in @R (3=.311), then the factor of
the financial benefits of the IOR3£.247), the factor of frequency of interaction
(B=.243) and the factor of business success of tlfie (83.190). The total of direct
effects of e the exogenous and intervening vargablen the main
endogenous/dependent variable of the study wa21.43

With regard to the indirect effects, the factorcommitment to the IOR again
had the strongest indirect impact on overall IORcess with f=.207), followed by
the factor of the financial benefits of the IOR=(091) and factor of the frequency of
interaction $=.072). Two factors, the factor of trust in theR@nd the factor of
communication in the IOR, had a negative impacbwerall IOR success witl€-
.061) and [§{=-.050), respectively. The total indirect effettloe exogenous variables
through the intervening variables on the overatcegs of the IOR was .259, which is

considered a small effect.
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Table 5.23 Direct, Indirect and Total Causal Effects

Independent Variables Causal effects

Direct Indirect Total

TRUSTIOR e -.061 -.061
COMUNIOR - -.050 -.050
COMITIOR 441 207 .648
FREINTER 243 072 315
MARSUP 311 ---- 311
BUSUCIOR 190 -—-- .190
FIBENIOR 247 .091 247

Total 1.432 .259 1.691

The results of this path analysis suggest thaethare seven variables that
directly and indirectly affected the OVIORSUC. CONDR had the strongest total
effect of .648 on overall IOR success. AccordingDe Vaus (2002), this can be
considered a strong effect. Ranked second waBRIEENTER, with a total effect of
.315 on overall IOR success. This factor providedubstantial effect (De Vaus,
2002). The third factor was the intervening facbthe MARSUP. This factor also
substantially affected the overall IOR success witiotal of .311. The fourth factor
was the FIBENIOR, which provided a moderate efi@ct247 on the overall IOR
success. This was followed by the factor of theSBAZIOR, which had a moderate
direct effect of .190 on overall IOR success. ddiaon, the results also indicate that
both the TRUSTIOR and COMUNIOR trivially influencéte OVIORSUC indirectly
and negatively with the effects of -.061 and -.088pectively. Both the TRUSTIOR
and COMUNIOR were mediated by the BUSUCIOR, whialeatly correlated with
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the OVIORSUC. None of the exogenous variables (PIBR, FLEXIOR,
CORESIOR, COORDIOR, FORMIOR, INTERIOR, ORGCOMP ABIOR). or the
intervening variable REPESA, significantly affectdte OVIORSUC directly or

indirectly.

5.4 Chapter Summary

This chapter provides a detailed description ofrdsearch findings. First, the
characteristics of the international travel companinvolved in this study were
clearly described, with information about the jaiisiion of the key informants, the
location of the involved travel companies, the ©iz¢he travel companies in term of
number of full-time and part-time staff, the agetlod travel companies, and the age
of the relationship. The main research findingevpate answers to all research
qguestions and the results of the hypothesis tesiinthe study. The following
chapter will provide explanations for all of thesuéts found in the research findings

of this chapter.



CHAPTER 6

CONCLUSION AND DISCUSSION

6.1 Introduction

The last chapter consists of six important sectiofke first section presents
the summary and conclusions of the study on theraiémtants of overall IOR success.
The next section discusses the results of the hgsat testing and once again shows
evidence for the answers of all the research queswof the study. The third section
provides the theoretical contribution, research amgplied implications of the
findings. Together with this section, theoretieald practical recommendations for
tourism cooperation and development, as well asrtheagement of the relationship
between Vietnam and Thailand as a whole, and betWetnamese and Thai travel
companies in particular, are suggested. The fosdbtion then discusses the
limitations of this study in terms of its desigrengralizability, and measurement.

The last section provides suggestions for futureyst

6.2 Summary and Discussion of Findings

The purpose of this dissertation is to answer #search question “To what
extent are the inter-organization relationshipsveen Viethnamese and Thai travel
companies successful through trust, commitmengrdefpendence, coordination,
communication, participation, conflict resolutionformalization, flexibility,
importance of the IOR, age of the IOR, organizalotompatibility, frequency of
interaction, marketing supports, financial benefitssiness success, and relationship
performance satisfaction with the IOR?” In orderaithieve this, the measures and
determinants of IOR success have been identifed the theoretical literature on the

topic to develop the framework of variables tvas used in the analysis. A survey
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instrument was developed that included questionthermeasures and determinants
of overall IOR success identified during the reviefithe IOR success literature. The
content below should be considered a combinatiorarsfwers to the secondary
research questions and the results of the hypathesting that provide detailed
answers to the main research question of this study

In brief, through the hypothesis testing procedamd path analysis, the main
research hypothesis, which states that “the ové@d® success between Vietnamese
and Thai travel companies are hypothesized to teetty and indirectly affected by
trust, commitment, interdependence, coordinatioomraunication, participation,
conflict resolution, formalization, flexibility, imortance of the IOR, age of the IOR,
organizational compatibility, frequency of interiact marketing supports, financial
benefits, business success, and relationship pesfre satisfaction with IOR,” was
partially supported by the results for seven of thdependent and intervening
variables, including trust in the IOR, communicatio the IOR, commitment to the
IOR, frequency of interaction, marketing supportshe I0OR, financial benefits of the
IOR, and business success of the IOR, providingifstgntly direct and indirect
effects on the overall IOR success as the mainrikgre variable of this study. In
order to come to this conclusion, there was a totaline hypotheses tested in this

study.

6.2.1 Relationships between Independent Variablesd the IOR Success

An examination of the bivariate correlation coa#its of the overall IOR
success (main dependent variable of this study) ahd2 independent variables
(table 5.19) were conducted to explore whetheofalhe independent variables had a
significant relationship with the overall succedsIOR. From the results of the
correlation coefficient matrix in table 5.19, itnche seen that 7 out of 12 independent
variables of the study indicated positively strangl significant relationships at the
99 percent confidence level, with overall IOR s@wscenamely, commitment to the
IOR (r=.592, p<.001), frequency of interaction.482, p<.001), flexibility of the
IOR (r=.442, p<.001), participation in the IOR @29, p<.001), organizational
compatibility (r=.354, p<.001), coordination of th®R (r=.324, p<.001); only the
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factor of formalization in the IOR (r=.182, p<.0ppssessed a modestly significant
relationship at the 95 percent confidence level.

1) Trustin the IOR

The results of this study showed that trust in BB did not have a
direct relationship with overall IOR success, buanother way, the factor of trust in
the IOR had a direct effect on the business sucoéghe IOR, thus causing an
indirect effect on overall IOR success. These ltesare relatively consistent with
Mohr and Spekman’s (1994) study about the succégbeorelationship between
manufacturers and dealers, and the study of Madimasz and Garcia-Falcon (2000)
about the relationship success between hotel aveltagencies. In particular, while
trust was significantly associated with satisfattwith profit considered as business
success of the IOR in this study, it was not asdedi with satisfaction with
manufacturer support.

The difference is that in this study, trust in @R was found to be
significantly correlated with the business sucaafsthe IOR, marketing supports in
the IOR, and relationship performance satisfactuith the IOR. However, this trust
in the IOR was negatively associated with markesagports (r=-.168, p<.05), which
directly affected the overall IOR success, thusiigaa small negative indirect effect
on overall IOR success. This result objectivelylais the reality of the IORs
between Vietnamese and Thai travel companies. Istt endicates that one travel
company placed more trust in its relationship witshtravel partner, but the company
was not sufficiently satisfied with the current keting supports received from its
travel partner.

Based on several casual interviews which researbhdr with the
managers of the travel companies (both Vietnamesk Thai) that came to the
exhibition and conference about Thai tourist prasirganized by the office of the
TAT at the Rex Hotel in 2010, and also based onnatire of the dyadic IORs
between Viethamese and Thai travel companies, aéhvB8 percent were formed
less than 5 years of prior to the study and the sizthe travel companies was
considered small, with 75 percent of the sampleufation hiring fewer than 40 full-
time staff, the results can explain that small ¢tacompanies in short-period
relationships still do not highly trust each othewough yet, thus increasing the
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probability that participants in an IOR behave mapportunistic way (Williamson,
1985), as they expect their partners to provideghen level of marketing supports. In
reality, however, they do not because of one reas@mother of their travel partners,
so this has a small negative effect on overall KDBcess.

In addition, the literature on the IOR confirmedatthrust between
firms does not occur automatically (Hakansson armbid/ 1979) but it takes time for
companies to build up trust in their relationshadter experiencing the partner’s
ability, reliability, and their integrity (Hakansscand Wootz, 1979; Dwyer, Schurr
and Oh, 1987; Anderson and Narus, 1990). Thigrus in the context of the
cooperative relationship between Vietnamese and framel companies - larger
travel companies with longer periods of relatiopshiry hard to make their IOR
successful. These companies create long-term ctbetrand trusted relationships
with their partners. They have a high level oktrm their relationships and provide a
high level of marketing supports as well. This ¢enproved through the Thailand
Tourism Awards of 2010 when all of the top five Wiamese travel companies
received awards for excellent travel partners ohilEind in the field of marketing
supports and in sending tourists to Thailand. €hoavel companies were: Ben
Thanh Toursist Company, with outstanding achievements in 2010, as repdnied
the TAT office in HCM city that last year, the nuarbof tourists sent from Ben
Thanh to Thailand immensely increased more thanp&@ent compared to the
previous year. This travel company had advertiseidstand destinations in Thailand
through newspapers and magazines. 2) FH2l Travel Joint Stock Company
(FIDITOUR) wasvoted a Top 10 travel agent in Vietnam by the \aetnNational
Administration of Tourism and has cooperated whin TAT Ho Chi Minh Office in
the sales of new travel routes and new destingtisnsh as the fruit orchards in
Rayong. 3) Thé&aigon Tourist Holding Companywas reportec@s one of the five
leading tour operators sending the most touristsThailand; it has regularly
publicized Thailand’s destinations through varionedia in the form of articles in
newspapers, documentary films, and reports on BMyell as through press releases
on new tours and new promotion programs for Thdilad) TheVietham Travel
and Transport Service (Vietravel) is the most popular travel agent among
Vietnamese travelers. Vietravel has brought thetrtmsists to Thailand, with more
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than a 50 percent growth from 2007 to 2008. Lasir,ythe figures of tourists sent
from the agent remained high in comparison to otrerel operators. Vietravel has
consistently cooperated with the TAT Ho Chi MinhfiG# on promotional activities
and regularly participates in promotional eventkl iy the office. 5) Finally, the
TST Tourist Service and Trading Corporation has constantly sent tourist groups to
Thailand since 1996. The tour operator has adeertiours and destinations in
Thailand through various media. TST has organisedilfarization trips to Thailand
for the mass media and has cooperated with the FHATChi Minh Office on the
shooting of a series of documentary films in ThallaTST has created new travel
routes to new destinations in Thailand, such asi@hMai, Phuket, Samui, Cha-am,
Hua Hin, and other golf destinations (TAT news, @201

2) Commitment to the IOR

The results shown in table 5.7, 5.9, 5.11, and Srificate that
commitment has a significantly positive associatwith marketing supports in the
IOR, the financial benefits of the IOR, the bussssccess of the IOR, and overall
IOR success. These results suggest that travebaoies that have the higher level of
commitment to the IOR obtain higher levels of mérig supports from partners and
receive higher financial benefits from the I0R,ghbiey have a higher level of overall
IOR success. This is supported by Angle and P@®g1) when they state that a
higher level of commitment is associated with parship success. Medina-Munoz
and Garcia-Falcén (2000) also found that the maoeessful the relationships that
hotels have with their travel agents, the higherlévels of commitment they put into
the relationships.

In addition to having a direct effect on overallRQuccess, the factor
of commitment to the IOR also indirectly influencegerall IOR success through
marketing supports in the IOR and the businessessoaf the IOR as well.

3) Interdependence

The results of the study also show that interdepecel does not have
any relationship with overall IOR success. Thmsuikis consistent with the study of
Medina-Munoz and Garcia-Falcon (2000). Mohr apékéhan (1994) also stated

that interdependence was not a predictor of patmersuccess and they did not find
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any empirical evidence in the relationship suctete/een manufacturers and dealers
in the personal computer industry.

4) Coordination of the IOR

This research shows that coordination of the IOR &asignificant
positive effect (r=.324, p<.001) on overall IOR eess. Therefore, the more
coordination that exists in the relationship bemveéetnamese and Thai travel
companies, the more successful is the overall IQ€tess. Mohr and Spekman
(1994), Frazier et al. (1988), and Medina-Munoz #wacia-Falcon (2000) have
suggested in their studies that a high level ofrdioation is associated with the
success of interorganizational relationships, tersupporting the results of this
study.

5) Communication in the IOR

This study finds that communication in the IOR hms significant
relationship with overall IOR success; on the camtr it provides a significant
relationship with the variable of relationship mermhance satisfaction with the IOR.
This result is consistent with the work of Mohr a@pekman (1994), which found a
significant positive association between commurecatuality and satisfaction with
manufacturer support, but not with satisfactiorhvgtofit. However, this result is not
consistent with the study of Medina-Munoz and Gafealcon (2000), which
suggested that the overall success of the reldtiprieat hotel companies have with
travel agents significantly increases as commuioicain IOR increases. In other
words, communication problems are associated wiglelaof overall IOR success.

6) Participation in the IOR

Tables 5.19, 5.7, and 5.11 suggest that partiopah the IOR has a
positive significant association with overall IORcsess (r=.429, p<.001), marketing
supports in the IOR, and business success of tRe I@hus, seeking advice from
partners, along with encouraging partners to makgeastions and give advice, seems
to be relevant in order to improve the successi@félationship. The findings of this
study are completely consistent with the study @&dmMa-Munoz and Garcia-Falcon
(2000) and partially consistent with Mohr and Spekia (1994), who found a
significant association between participation aradiséaction with manufacturer

support.
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7) Conflict Resolution in the IOR

This study also found that conflict resolutionstire IOR have no
significant relationships with the overall IOR sass, but there is a significant
positive association between conflict resolutiontie IOR and the performance
satisfaction with the IOR. This result is pargationsistent with the work of Mohr
and Spekman (1994) and the study of Medina-Munak @arcia-Falcon (2000),
which indicated that the manner in which conflist resolved has an impact on
relationship success. Specifically, smoothing gueblems, persuasive attempts by
either party, or outside arbitration are suggestelde beneficial to the success of the
relationship between travel companies.

8) Formalization in the IOR

Formalization in the IOR is a newly-added variataehis study, and
was suggested as an essential predictor of ovi@&ll success by Bresser (1988),
Bucklin and Sengupta (1993), Heide (1994), and Madilunoz and Garcia-Falcon
(2000). They did not, however, offer any empiriealdence to show that there is a
relationship between overall IOR success and thadbzation in an IOR. According
to Hoffman, Stearns and Shrader (1990), the fomattin in the IOR relates to the
extent to which rules, manuals, job descriptioms] atandard operating procedures
guide it. Thus, this study considers formalizationthe IOR as the in of work
procedures and training, standardization of toysistducts and services, qualified
tour guides, and clear prescriptions of tasks betwhbe two partners.

The results from table 5.19, 5.7, 5.9, and 5.1%stiat formalization
in the IOR has a positive significant relationshiph overall IOR success, marketing
support in the IOR, financial benefits of the 10&)d relationship performance
satisfaction with the IOR. This indicates that thgher level of formalization in the
IOR a travel company has, the higher the level a@irketing supports, financial
benefits, relationship performance satisfactiord #re overall IOR success it may
obtain from its relationship with its partner. Bleeresults reflect the reality that the
ASEAN countries are attempting to cooperate to m&8autheast Asia a one
destination of the world tourism industry. On thteer hand, Vietham and Thailand
have also worked together to promote the tourisnbath countries. TAT news
reported that in 2000, the Thailand Authority ofufism (TAT) and the Vietnam
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National Administration of Tourism (VNAT) signedtaurism promotion agreement
providing the foundation for a major increase iriaies to attract international
tourists and to boost visitor flows between the twointries. As a result, a tourism
promotion campaign under the theme "Two Countri@ae Destination” jointly
feature both destinations, and through this cammpdigurism information of both
countries has been disseminated through TAT's efifteoverseas offices and
Viethamese embassies and consulates. In addihenViethamese-Thai tourism
agreement also commits the two countries to orgagipint road shows for local and
international travel agents, as well as particigaiin international trade exhibitions.
Therefore, in order to make the cooperation retetiip between the two countries
successful, formalization in professional work mares, training, standardization of
tourist products and services, qualified tour gsjaged clear prescriptions of tasks are
suggested by this study.

9) Flexibility in the IOR

Flexibility in the IOR is also a newly-added vaii@abo the overall IOR
success model. This variable was suggested byigdarrand Newman (1990);
Gibson, Rutner and Keller (2002). From table 5.9, 5.11, and 5.19, it can be seen
that the flexibility of the IOR has a positive sifirant correlation with marketing
supports in the IOR, the financial benefits of thHR, the business success of the
IOR, and overall IOR success. This study arguasttie high level of flexibility in
IOR is associated with high levels of marketing mants, financial benefits, and
business success, and thus high levels of ovéd®l success that a travel company
may receive from its travel partner. These resarésnot consistent with the work of
Aulakh and Madhok (2002); these researchers fahatl flexibility was strongly
related to the performance of the relationship.addition, Dyer (1997) and Madhok
and Tallman (1998) also confirmed that flexibiliys important implications for
performance. Based on the correlation coefficieng flexibility has with overall
IOR success, marketing supports, and financial fiilend is argued that flexibility
should be considered as an important predictoelationship success.

10) Frequency of Interaction

Frequency of interaction is suggested by Mayhew%7{1) and Hall
(1991) as another factor affecting overall IOR &ssc This study found that
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frequency of interaction has a positive significaotrelation with participation in the
IOR, commitment to the IOR, formalization in the RQflexibility of the IOR,
coordination of the IOR, and organizational comphty. Hall et al. (1977) found
that frequent interactions were related to highelewof coordination. Thus, this
finding is partially consistent with the resultosm in table 5.7 of this study.

In addition, this study also found that frequenéynteraction was an
important predictor of overall IOR success, havengositive significant relationship
with financial benefits and overall IOR succesdisTindicates that a high frequency
of interaction is associated with a high level ioahcial benefits and a high level of
overall IOR success. In this study, high frequeatinteraction means often sending
or receiving tourists to/from partners, meetingscontacting partners, and helping
each other with other services (e.g. airline bogkihotel reservations, museums,
theaters, etc.). Besides the direct affect onalvBDR success, this study proves that
frequency of interaction also has an indirect effat overall IOR success through
financial benefits and the business success dfOReas well.

11) Organizational Compatibility

Organizational compatibility is another newly-addededictor of
overall IOR success. This variable was suggestdet ta factor affecting relationship
success by Van De Ven and Ferry (1980), RuekertVdalker (1987), and Bucklin
and Sengupta (1993). As can be seen from tab# the results show that variable
of organizational compatibility has a positive sig@ant correlation with the
dependent variable of overall IOR success in thislys This indicates that a high
level of organizational compatibility is associat@dh a high level of overall IOR
success. Thus this it is consistent with the figdiof Van De Ven and Ferry (1980)
and Ruekert and Walker (1987) when they statettfetdomain similarity, the goal
compatibility, and the organizational compatibiligctor have been found to enhance
the effectiveness of inter-organizational dyadsthe® researchers, including Porter
(2987), Mohr and Spekman (1994), Dickson and We§l@97), and Harbison and
Pekar (1998), have also suggested that a partiiteiess and compatibility have been
used as indicators of the extent to which a ratatiqp can succeed. Finally, Segqil
(1998) reported in a survey of 200 firms involvadailiances that 75 percent felt that

the alliance failure was caused largely by the mmgatibility of the corporate culture
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or “personality.” It can be concluded, then, tHa telationship between Viethamese
and Thai travel companies is more successful wioeh travel partners have a high
level of organizational compatibility.

12) Age of the IOR

The variable of the age of the IOR is a newly-adidetbr to the model
of overall IOR success based on suggestions fr@aviqus researchers; namely, Van
De Ven and Ferry (1980), Ruekert and Walker (198/8ide and John (1990), and
Bucklin and Sengupta (1993). Unfortunately, thesearchers proposed no empirical
evidence for the relationship between the age efI®R and relationship success.
This study found that there was no significant trefeship between age of the IOR
and the variable of overall IOR success. The tedtdm table 5.5 show that the age
of the IOR has a positive significant relationsiph only the variable of trust in the
IOR. This indicates that the longer period of timavel company has a relationship
with its travel partner, the more trust it may isv the relationship.

Besides discussing the relationships between thependent variables
and the dependent variable, this study conductglt eifferent standard multiple
regression analyses to find out the answers toeearch questions and to test all of
the research hypotheses. Seven out of eight lireaession models tested in this
study were significant at the 99.5 percent configetevel and had at least one
predictor statistically significant at the 95 perceonfidence level. The R squared
values range between .244 and .811, which inditeteexplanations of variances in
the dependent variables, ranged between 24.4 peaceh81.1 percent. The one
linear regression model left in this study betwe®o independent variables,
marketing supports in the IOR and financial besedit the IOR, and the dependent
variable of the relationship performance satistactwith IOR, was not significant.
The results (table 5.16) show that that only 2,@&eet of the variance in the variable
of the relationship of performance satisfactionnw®R could be explained by factor
of marketing supports in the IOR and the finanb@hefits of the IOR. It was also
shown that the variable of the relationship of perfance satisfaction with the IOR
was not affected by either variable, marketing sugpof the IOR or the financial

benefits of the IOR, and did not have any impacbwerall IOR success either. The
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following sections briefly describe the answersalb research questions and the

results of the hypothesis testing.

6.2.2 Direct Effects of the Overall IOR Success

In order to explore the direct effects of the inglegent and intervening
variables on overall IOR success, two standard ipteltregression analyses were
conducted to test hypothesis 7 and hypothesis hisfstudy. The first multiple
regression analysis tests hypothesis 7 and findstloal answers to the seventh
secondary research question, which asked “How muatience in overall I0OR
success can be explained by trust in the IOR, commemt, interdependence,
coordination, communication, participation, cortflresolution, formalization in the
IOR, flexibility of the IOR, importance of the IORyrganizational compatibility,
frequency of interaction, and age of the IOR?” af\¥hat is the best predictor of
overall IOR success?” The results show that tHezettt.3 percent variance in overall
IOR success can be explained by the independeigbles. In addition, they also
show that overall IOR success was directly affedtgdtwo important predictors:
COMITIOR (B=.441, p<.0005), and FREINTER=.243, p<.05).

Another standard multiple regression analysis wasmdocted to test
hypothesis 8a and to answer the eighth (a) secpmdaearch question, which asked
“How much variance in overall IOR success can h@amed by marketing supports,
financial benefits, business success, and reldtiprmeerformance satisfaction with the
IOR?” and “Which is the best predictor of over®R success?” The results show
that there that the 35.2 percent variance in ov#2R success can be explained by
marketing supports in the IOR, financial benefitsh® IOR, business success of the
IOR, and relationship performance satisfaction wlith IOR as a whole. In addition,
overall IOR success was directly affected by theeghimportant predictors of
marketing supports in the IOR3X.311, p<.001), financial benefits of the IOR
(B=.247, p<.05), and business success of the (R 90, p<.05).

In summary, five variables produced direct effemighe overall IOR success.
The effect of each variable on the overall IOR sssovaried; commitment to the IOR

(B = 0.441, p < .0005) produced the strongest deéstct the overall IOR success,
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followed by marketing supports in the IOR%£ 0.311, p <.001), financial benefits of
the IOR (¢ = 0.247, p <.005), and business success of tRe(3& 0.190, p < .05).

6.2.3 Indirect Effects of the Overall IOR Success

1) Marketing Supports in the IOR

The answer to the first secondary research questidnch asked
“How much variance in marketing supports in the 10&h be explained by trust in
the IOR, commitment, interdependence, coordinat@mmunication, participation,
conflict resolution, formalization in IOR, flexikiy of the IOR, and age of the IOR?”
and “What is the best predictor of marketing supgiy was that the 25 percent
variance in the dependent variable of marketingpeup in IOR can be explained by
the independent variables; namely, trust in the,I@Bmmitment, interdependence,
coordination, communication, participation, cortflresolution, formalization in the
IOR, flexibility of the IOR, and age of the IOR.h@& correlation coefficients between
marketing supports in the IOR and other independan#bles (table 5.7) show that
marketing supports in the IOR was positively catedl with participation in the IOR
(r=.228, p<.05), formalization in the IOR (r=.163x.05), commitment to the IOR
(r=.332, p<.001), and flexibility of the IOR (r=.31p<.001). This indicates that
when Vietnamese and Thai travel companies setrefafonship with their partner, a
high level of participation, formalization, commigmt, and flexibility of the IOR are
positively associated with the high level of mankgtsupports that the a travel
company may obtain from its IOR. On the other haie results from the correlation
coefficient matrix (table 5.7) reported that trustthe IOR provided a modestly
negative correlation with marketing supports in IB& with (r=-.168, p<.05). This
indicates that the higher level of trust that ag¢tacompany places in the IOR with its
partner is associated with the lower level of mankesupports that it can obtain from
the IOR with its partner.

Hypothesis 1 was tested and the results show thatating supports
in the IOR was mainly affected by two importantgictors: trust in the IORBE -
.376, p<.005) and commitment to the IQR.B17, p<.05). These two factors directly
affected the intervening variable of marketing suppin the IOR and then marketing
supports of the IOR directly caused an effect oaral IOR success witl3(= 0.311,
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p < .001). Consequently, through the interveniagable of marketing supports in
the IOR, the factors of trust in the IOR and conmmeint to the IOR created indirect
effects on overall IOR success with (-.117) an8§)0respectively.

The findings indicate that the existence of comreitinto the
relationship between Vietnamese and Thai travelpzonies has a significant positive
effect on both the marketing supports in the IOR #re overall IOR success that a
Vietnamese or Thai travel company receives fronpdtdner. Thus this study argues
that as a greater amount of commitment to the I@Ebime apparent, the marketing
supports in the IOR and overall IOR success amyliko be greater. This result is
consistent with Anderson and Narus (1990), Mohr &pdkman (1994), and Medina-
Munoz and Garcia-Falcén (2000).

2) Financial Benefits of the IOR

In order to obtain an answer to the second secgmdaearch question,
“How much variance in financial benefits of the I@Bn be explained by trust in the
IOR, commitment, interdependence, coordination, roomcation, participation,
conflict resolution, formalization in the IOR, fléxity of the IOR, and frequency of
interaction?” and “What is the best predictor ofaficial benefits of IOR?” and to test
the hypothesis 2 of this study, a standard multiplgress analysis was conducted
between the variable of financial benefits of tl@RI and a set of independent
variables, namely trust in the IOR, commitment,eidependence, coordination,
communication, participation, conflict resolutidarmalization in the IOR, flexibility
of the IOR, and frequency of interaction. The etation coefficients between the
financial benefits of IOR and other independentialdes (table 5.9) show that
financial the benefits of the IOR are positivelyrretated with participation in the
IOR (r=.517, p<.001), commitment to the IOR (r=.582.001), formalization in the
IOR (r=.237, p<.05), flexibility of the IOR (r=.40p<.001), coordination of the IOR
(r=.383, p<.001), and frequency of interaction 47, p<.001). This indicates that
when Vietnamese and Thai travel companies set nigaionship with their partner,
high levels of participation of the IOR, commitmeatthe IOR, formalization in the
IOR, flexibility of the IOR, coordination of the B and frequency of interaction are
associated with the high level financial benefitshe IOR that a travel company may
obtain from its IOR.
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Hypothesis 2 was tested and the results show hieat the 40 percent
variance in financial benefits of the IOR can beplamed by the independent
variables. The financial benefits of the IOR waainty affected by only a single
important predictor: frequency of interaction wip=.214, p<.05). The factor of
frequency of interaction directly impacts the finmh benefits of the IOR with
(B=.247, p<.05) and simultaneously the variable effihancial benefits of the IOR
directly impact overall IOR success. It was codeldl that through the intervening
variable of the financial benefits of the IOR, taetor of frequency of interaction
created an indirect effect on overall IOR succd4063).

3) Business Success of the IOR

In order to explore the direct effects of the inelegient variables on
the variable of the business success of the |IORtaadard multiple regression
analysis was conducted to test hypothesi§tBis study and to find out the answers to
the the third secondary research questions, whsfeda“How much variance in
business success of the IOR can be explained Isy inuthe IOR, commitment,
interdependence, coordination, communication, @petion, conflict resolution,
formalization in the IOR, flexibility of the IORmportance of the IOR?” and “What
is the best predictor of the business successeof@R?”. The results show that the
35.2 percent of variance in the business succefiseofOR can be explained by the
independent variables as a whole. In additiony thlso show that the business
success of the IOR is mainly affected by three irgmt predictors; namely,
commitment to the IORBE-.262, p<.05), trust in the IORB%£.293, p<.01), and
communication in the IOR3€.573, p<.005).

Another standard multiple regression analysis wasdacted to test
hypothesis 4 and to answer the fourth secondargares question, which asked
“How much variance in business success of the I@Rbe explained by marketing
supports and financial benefits?” and “What is Hest predictor of the business
success of the IOR?”. The results indicate that2#.4 percent of variance in the
business success of the IOR can be explained bketivag supports in the IOR and
the financial benefits of the IOR. In additionetresults also show that the business
success of IOR was mainly affected by only singkdtor: the financial benefits of
the IOR (3=.481, p<.0005).
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From testing the results of hypothesis 3 and wat reported that the
factors of commitment to the IOR, trust in the IGRMmMunication in the IOR, and
the financial benefits of the IOR had direct effeon the variable of the business
success of the IOR with3£-.262, p<.05), {=.293, p<.01), §=.573, p<.005), and
(B=.481, p<.0005), respectively. In addition, simokously the business success of
the IOR directly impacted overall IOR success. aA®sult, through the intervening
variable of business success, the factors of comemt to the IOR, trust in the IOR,
communication in the IOR, and financial benefitsle# IOR create indirect effects on
overall IOR success with the magnitudes of (.1q9)56), (-.050), and (.091),
respectively.

4) Relationship Performance Satisfaction withIR

As with the variable of the business success ofl@fR, a standard
multiple regression analysis was conducted to ligpbthesis Dof this study and to
find out the answers to the fourth secondary refequestions, which asked “How
much variance in the relationship performance feation with the IOR can be
explained by trust in the IOR, commitment, interelegence, coordination,
communication, participation, conflict resolutidarmalization in the IOR, flexibility
of the IOR, importance of the IOR, and organizaiaccompatibility?” and “What is
the best predictor of the relationship performasagsfaction with the IOR?”. The
results show that that the 81.1 percent of variaimceelationship performance
satisfaction with the IOR can be explained by tidependent variables. In addition,
the relationship performance satisfaction with lB&® was mainly affected by two
important predictors, trust in the IOB+835, p<.0005) and conflict resolution in the
IOR (3=.182, p<.0005).

Another standard multiple regression analysis wasdacted to test
hypothesis 6 and to answer the sixth secondarareseuestion, which asked “How
much variance in relationship performance satigfaawith the IOR can be explained
by marketing supports in the IOR and financial bgmef IOR? and “What is the best
predictor of the relationship performance satistactvith the IOR?”. The results
indicate that the 2,9 percent variance in the ieiahip performance satisfaction with
the IOR can be explained by marketing supporteenlOR and the financial benefits
of the IOR as a whole. In addition, the relatiapgterformance satisfaction with the
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IOR was affected neither by marketing supportshe IOR nor by the financial
benefits of the IOR.

From the testing results of hypothesis 5 and @a$ concluded that
the factors of trust in the IOR and conflict resmo in the IOR have direct effects on
the variable of the relationship performance satigbn with the IOR with [{=.835,
p<.0005) andf{=.182, p<.0005), respectively. However, the rasshow that there
was no direct effect from the relationship perfonee satisfaction with the IOR on
overall IOR success. This means that throughrtteevening variable of relationship
performance satisfaction with the IOR, none of itieiependent variables created an
indirect effect on overall IOR success.

5) Conclusion of the Study

The last question of this study asked about thectliand indirect
effects of the independent and intervening vargble overall IOR success. In order
to obtain an answer to this question, which askBal What extent do the factors of
marketing supports, financial benefits, businessceass, relationship performance
satisfaction with the IOR, and other independeniabdes directly and indirectly
explain overall IOR success?”, and to test hypash&b, a path analysis was
conducted. The results of the path analysis shaiwvatl most of the relationships
between the independent variables and the dependeiatoles were positive, as
expected. However, the factor of trust in the I@BRated negatively direct effects on
the dependent variable of marketing supports inl®e (B=-.376, p<.005),which
indirectly caused a small negative effect on ovdf@R success (-.061) through the
intervening variable of marketing supports in tl@Rl In addition, the factor
communication in the IOR created a negative diedfeict on the dependent variable
of the business success of the IJR-(262, p<.05), which also indirectly caused a
small negative effect on overall IOR success (-@bfough the intervening variable
of the business success of the IOR.

This study argued that in order to achieve ovel@R success,
Vietnamese and Thai international travel compaslesuld have high frequency of
interaction and a high level of commitment to theirrent relationship with their
partner in Vietham or Thailand. In addition, tlssidy also found that when each
member of the two groups of Vietnamese and Tharmattional travel companies set
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up a relationship with its partner outside the doynthe factors of marketing
supports, financial benefits, and business sucees® the main purposes and
motivations of joining the IOR. These factors dihg influenced the overall success
of the IOR. On the other hand, the factors ofttmmghe IOR and communication in
the IOR did not directly affect overall IOR successit indirectly caused small
negative effects on overall IOR success througerwening variables of marketing
supports in the IOR and the business success dORerespectively. These results
indicate that involved travel companies have tiusheir relationship with their travel
partners but they do not receive enough marketipgarts from their travel partners;
thus, they are currently not satisfied with the ke#ing supports in the relationship.
In terms of communication in the IOR, the resultewed that the involved travel
companies provided and received sufficient inforamatvithin the relationship, which
increased relationship performance satisfaction doutthe other hand negatively
affected business success. This explains thetyeddat Thai travel companies
provide Viethamese travel partners with much infation about cheap package tours
in order to attract high flows of tourists to matourist destinations in Thailand.
Thus, this creates great competition between iatemnal travel companies within the
Vietnamese tourist market, in which these compalnée® to sell tours to Thailand at
lower prices and simultaneously have had to sudféigher rate of inflation of the
economy annually (8.8 percent) compared with Hmail(2.7 percent) during the last
ten years (World Bank, 2010). Only large traveinpanies with longer periods of
relationships have sufficient resources to compsieyive, and develop well, while
other small travel companies get hurt in terms wudilbess achievements with their
Thai travel partners.

6.3 Implications of Findings and Recommendations

Exploring what makes an IOR between two groups ietnamese and Thai
travel companies successful is not only importantthe evaluation of overall IOR
success, but also has significant implications R management practice and
development of the tourism cooperation relationdlepveen the two countries. In
addition, the implications of the results also @omdentify the determinants of IOR
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success, apply inter-organizational relation theorghe practices in the travel and
tourism industry with empirical research and hypesih testing, measure overall IOR
success through intervening variables, and buildose comprehensive conceptual
framework for measuring the success of a dyadic. I@Rof these points are also the

main objectives of this study and are discusseterfollowing sections.

6.3.1 Practical Implications and Contributions toManagement

The practical implications to be drawn from thisdst have to do with the
manner in which managers of both Viethamese andtfdal companies should face
the future of their relationship. First, the finds of this study, based on significant
correlations between the independent and dependeables, suggest that in order to
have successful relationships with a travel pasttieg travel company should: 1)
show more commitment or dedication to working wtthtravel partner; 2) increase
the frequency of interaction by sending touriststsopartner more often, contacting
the partner by phone, email, internet, fax, etavehmore frequent having meetings or
visitations between partners, and finally, helpheather with other services (e.qg.
airline booking, hotel reservations, museums, #rsatetc.); 3) have a more flexible
relationship with its travel partner (e.g. when xjmected situations arise, both parties
should rather work out a new deal than hold eabkrdb the original terms, or both
sides may have the ability to handle changing reguents from each other); 4)
participate in planning and the goal setting of thlationship (e.g. together take part
in decisions, goal formulation, and decision-mgkprocesses); 5) pay attention to
organizational compatibility when entering into ygadic relationship; 6) coordinate
well its activities with its travel partner; 7) foalize the relationship with its partner
(e.g. set up criteria for professional work proaeduand training, standardization of
tourist products and services, qualified tour gsjdend clear prescriptions of tasks
between the two partners). Having a more succesgsfationship with its travel
partner should translate into more marketing sugpofinancial benefits, and
profitable business relationships.

The results of this study also show that there sagmificant correlations
between marketing supports and independent vasiab@onsequently, in order to
have good cooperation in tourism marketing witlvetgartners, this study suggests
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that the manager of a travel company should: 1§ arefully at the trust he or she
has placed in the relationship and the expectatimarketing supports that he or
she wishes to receive from his/her partner. Téligtionship is currently negative and
indirectly causes a negative effect on overall 1&#cess; 2) participate in the
planning and goal setting of the relationship (&gether take part in decisions, goal
formulation, and decision-making processes); 3)wshmore commitment or
dedication to working with his or her travel partné) formalize the relationship with
his or her partner; and 5) have a more flexiblatr@hship with the travel partner.

The financial benefits of an IOR were found to bee @f the reasons why
travel companies choose to enter into an IOR. Bhisly found that there were
significant correlations between the factor of fio@al benefits of the IOR and the
independent variables. It was argued that in otdepbtain the most financial
benefits from the relationship with the partnemawvel company should: 1) participate
in the planning and goal setting of the relatiopstd) show more commitment or
dedication to working with its travel partner; rnalize the relationship with the
partner; 4) have a more flexible relationship with travel partner; 5) coordinate well
its activities with the travel partner; and 6) iease the frequency of interaction by
sending tourists to the partner more often.

The findings of this study also found that the hass success of the IOR was
one of the considerations that managers of traveipanies believe may lead to
overall IOR success. The results showed there sigréficant relationships between
the business success of the IOR and the independeiaibles. Thus, this study
suggests that in order to achieve successful besiwéh the travel partner, a travel
company should: 1) highly trust its partner; 2)tiggvate in the planning and goal
setting of the relationship; 3) show more committn@ndedication to working with
its travel partner; 4) have a more flexible relasbip with the travel partner; and 5)
coordinate well its activities with the travel paat.

Finally, in order to achieve a high level of ovél@lR success when a travel
company decides to set a relationship with a trgagtner outside the country, the
manager should pay great attention and consideratiahe important factors that
provide significantly unique contributions to preting overall IOR success directly
and indirectly, as suggested by this study. Thymificant determinants that
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managers of travel companies should assign pridatyare: 1) trust in the the
relationship of both sides; 2) communication witkire relationship; 3) commitment
to the the relationship of both sides; and 4) fesmy of interaction. In addition,
managers of both sides also should look at theingees’ purposes for joining the
relationship, as this study found that marketingpsuts, financial benefits, and
business success were the three main aspectsaeatdcompanies expected to obtain

and that these factors directly affected their @atbn of overall IOR success.

6.3.2 Theoretical Implications

This study also makes academic contributions byvstgpevidence that inter-
organization relation theory is an integration @frigus organizational theories, as
discussed in chapter 2. The study also presengsrieadl evidence on the factors
affecting overall IOR success directly and indigcs well as provides reliable
scales to measure theoretical dimensions suchramitment to the IOR, frequency
of interaction, flexibility in the IOR, participain in the IOR, organizational
compatibility, coordination of the IOR, formalizati in the IOR, trust in the IOR, and
communication in the IOR. In addition, measuringerall IOR success through
intervening variables (e.g. marketing supportshie IOR, financial benefits of the
IOR, business success of the IOR, and relationséformance satisfaction with the
IOR), was conducted in this study for the firstéimThus, the theoretical contribution
of this study was that it initially suggested aadtéd a more comprehensive model for
measuring the overall IOR success with importamtofs suggested by previous
scientific researchers. The initial results shbwat tit is appropriate to measure the
overall IOR success through intervening variabléhree out of four intervening
variables of this study provide directly signifitazontributions to predict the overall
IOR success. Only has the intervening variablehef relationship performance
satisfaction with the IOR no significant contrilarti in predicting the overall IOR
success. This reflects the reality of the currgitiation of tourism cooperation
relationship between Vietnam and Thailand when portwa of travel companies are
small (75.5 percent employs less than 40 staffjyinestablished (75 percent less
than 10 years of age), and newly set up IOR withi Travel partners as well (88
percent set up IOR with Thai partners less thagelds). These small companies still



229

don’t highly evaluate their IOR performance yetcomparison with the marketing

supports in the IOR, financial benefits of the IGRd business success of the IOR.
As a result, this study found that there is notrm@hship between the variable of

relationship performance satisfaction with the I@Rd the dependent variable of
overall IOR success.

In terms of determinants of the overall IOR sucgc#ss significant model for
measuring the overall IOR success of this studyshbat the determinants of trust in
the IOR, communication in the IOR, commitment t@ ttOR, and frequency of
interation provide significant contributions in dreting the overall IOR success
directly and indirectly. Other determinants of theerall IOR success, even though
having positively significant correlations with tlowerall IOR success, but did not
provide significant power to predict the overallRGQuccess. This can be explained
that there are some overlapping and confusion leetwems affecting the validity of
all construct of the study as discussed in thetéitiin section of this study. In
addition, while previous researchers measured |QRcess directly without
intervening variables, this study tried to meastne overall IOR success through
intervening variables and this can be consideredsdtond reason to explain for the
exclusion of other determinants of the overall I&Rcess model of the study. It is
concluded that the overall IOR success model &f shiudy is substantially supported
by the literature and setting up an initial step rfeeasuring the overall IOR success
with a more comprehensive model. There is a gretntial to develop the model to
be a perfect one with more specific items and highaidity that theorectically
contributes to the development of the theory ofemarganization relation as
mentioned in the section of suggestions for futesearch of this dissertation.

Furthermore, this study provides a comprehensigeareh methodology that
has been developed and that can be used in the atwachy identifying determinants
of overall dyadic IOR success. Researchers méiyaithis methodology for future
studies.

Finally, one of the objectives of this study wasafeply inter-organization
relation theory to the tourism context with a maremprehensive conceptual
framework drawn from the literature on the IOR amgrovide a better understanding
of the relationship between two groups of orgamzat - Viethamese and Thai travel
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companies, thereby contributing to the existingedsified literature in the field of

organization management and in the field of touriewelopment.

6.3.3 Research Implications

This study makes an effort to identify the determmits of IOR success
between Vietnamese and Thai travel companies i laspects of successful
relationships: success in relationship performasatesfaction and success in mutual
economic benefits. All of the variables were drafnom the literature on the IOR
suggested by various researchers for further stutly.addition, this study uses
multivariate analysis to empirically substantiatée t linkages between the
determinants of IOR success and overall IOR success

From the results of this study, there is evidencat ta majority of the
determinants of IOR success identified from thetagcal and empirical literature on
relationship success were significantly associatét the overall IOR success. In
terms of correlation, this study is supported lgréiture with seven out of twelve
independent variables in the model have positigalyng and significant relationships
with the overall IOR success at the 99 percentidente level, namely, commitment
to the IOR, frequency of interaction (newly addediable of this study), flexibility in
the IOR (newly added variable of this study), maptation in the IOR, organizational
compatibility (newly added variable of this studgpordination of the IOR, and
formalization in the IOR (newly added variable loitstudy).

Another contribution of this study was that it fitkme aimed to measure
overall IOR success through intervening variabhlasrketing supports in the IOR,
financial benefits of the IOR, business successthe IOR, and relationship
performance satisfaction. The results show thagetlout of these four intervening
variable directly affected overall IOR success arglimportant motivations for travel
companies to join in a relationship with a partn€his study found that there was no
significant relationship between the factor of tielaship performance satisfaction
and overall IOR success, or marketing supports thedfinancial benefits of IOR.
Even though Van de Ven and Ferry (1980) and Anae($690) have suggested one
approach to measure IOR success that relates tpattieipants’ overall satisfaction
with the relationship, unfortunately, these reskears did not provide any empirical
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evidence that relationship performance satisfactsosignificantly associated with

overall IOR success.

6.3.4 Applied Implications

Through conducting this specific study, again, tesearch had a great
opportunity to review a wide range of literaturethe field of organizational studies,
especially in the field of inter-organization rétets; it was argued in this study that
inter-organization relation theory is an integratmf modern organizational theories.
In addition, researcher has attempted to apply-mtganizational relation theory to
practice in the tourism industry with empirical @asch and hypothesis testing. Thus,
the results of this study contribute to asserting firmness of inter-organization
relation theory and at least to initially makingsttheory more applicable in the field

of tourism.

6.4 Limitation of the Study

Although this study yields some valuable resultstle field of inter-
organization relation and substantiates varioudieeastudies in the field, it
nevertheless has incontrovertible limitations. $ooh the limitations of this study
were discussed in chapter one. In this sectian|ithitations regarding the results of
this study are addressed.

The main limitation of this study is that the rdsudre applicable only to the
dyadic relationship between two groups of orgarmrat at the corporate level,
namely, Viethamese and Thai travel companies. Wercérea of limitation refers to
the findings from this research is that the findirmage contingent upon the context and
type of partnerships studied, partnerships betwéevel companies. The
generalizability of these results across a broadjgaof IORs was cautioned. In
addition, data were collected from only one side¢hef dyad - only the international
travel companies in Vietham, the international élasompanies in Thailand remain
unknown due to the researcher’s limitation in hge wf the Thai language and

relationships with necessary key informants fordtusly.
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Finally, one more limitation lies in the area ofasarement issues. This study
adopted sets of objective measures for relationshgress which were drawn from
the previous studies of Mohr and Spekman (1994) Madina-Munoz and Garcia-
Falcon (2000) concerning relationship success {eugt in the IOR, commitment to
the IOR, interdependence, coordination of the I@Bmmunication in the IOR,
participation, and conflict resolution). Other reeges (e.g. formalization in the IOR,
flexibility in the IOR, importance of the IOR, fragncy of interaction, organizational
compatibility, and age of the IOR, as well as thtervening variables of the financial
benefits of the IOR and relationship performandesftion were newly added to the
model for measuring the IOR success of this stuldgms of newly-added measures
were added based on suggestions from the literandesome items were subjectively
added by researcher. Thus, there are possibiliisgsthese items overlap and highly
load into the first three factors when conductini@@or analysis, as happened in this
study. This subjectivity of some measures mayeheeated problems associated

with the validity of the constructs of this study.

6.5 Suggestions for Future Research

Some contribution has been made with regard to ryhdmilding and
application in the field of relationship successiowever, there have been few
empirical studies on relationship success, and $higly can be considered an
important step in the field of tourism in which bodlirect and indirect effects of
relationship success were explored. This studg aésves as an essential starting
point for building a more robust empirical basetthdl significantly increase the
knowledge in the field of IOR study in general andhe field of relationship success
in particular.

Several suggestions for future research are prdvidehis section. Firstly,
regarding the identification of factors determinio¢erall IOR success, the effects of
all of additional factors should be continually exaed in future research. But the
items in each measure should be more carefullyidered in terms of wording and
stating in order to avoid overlapping and confudietween items, thus ensuring the
validity of all the constructs of the study.
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Secondly, as to future research directions, byectilg data from only one
side of the dyadic relationship, this study sugg@shumber of factors that generate
significant direct and indirect effects on ovel@R success, and the study has made
a unique contribution to predicting the succesghef relationship between travel
companies as well. As the data represent only antmegr's view of the relationship,
future research on overall IOR success in the sauindustry should be designed in
order to collect comparable data from all of thetipgoants.

Finally, this study of overall IOR success was exglory in nature, and the
results show that there is great potential for essfully building a more
comprehensive model for measuring overall IOR ssgceTherefore, it is important
to undertake more empirical studies in order tineethe conclusions of this study,
specifically, a study of the overall IOR successMgen two groups of organizations
in the field of tourism, such as hotels and trasghpanies, transportation companies
and travel companies, hotels and restaurantspaiclbmpanies and travel companies,
recreational companies and travel companies, &tcaddition, the study of overall
IOR success should also be undertaken in othersinds as well, for example,
studies of IOR success between universities in fiblel of education, between

production companies and distribution companies, et

6.6 Chapter Summary

This chapter includes the summary, discussionsi®fré¢search findings, and
the conclusion of the study. In terms of the digant relationships between the
independent variables and dependent variable regpoderall IOR success, bivariate
correlations and Pearson product-moment correlata@fficients were employed to
explore the relationships and the strength of tke&tionships between each
independent variable and overall IOR success, dlsasebetween each intervening
variable and the dependent variable of the studyhe direct and indirect effects of
overall IOR success were discussed and explaineddier to obtain the best answers
to all research questions. The implications of gtudy focus on providing evidence
that all of the objectives of the study were sustidly obtained with both theoretical

and practical contributions to the field of orgatian management and development.
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Although this study is considered an initiation rfeeasuring overall IOR success
through intervening variables, as suggested by hega(1980) in studying IOR
effectiveness or success as a whole, and esperialhe field of travel and tourism,
the results showed that not all factors had dioedhdirect effects on the overall IOR
success in this study for the many reasons mertionéhis chapter. Future research
should test the model with more meaningful statamfar each factor or determinant
of overall IOR success. Importantly this studywhldhat there is great potential for
successfully building a more comprehensive model rfeeasuring overall I0R

success.



BIBLIOGRAPHY

Abetti, P. A. (2000, December). Critical succesmsdrs for radical technological
innovation: A five case studyCreativity and Innovation Management,
9(4), 208-221.

Ahuja, G. (2000, September). Collaboration netwpskructural holes, and
innovation: A longitudinal studyAdministrative Science Quarterly,
45(3), 425-455.

Aldrich, H. E. and Whetten, D. A. (1981). Orgarnian sets, action sets, and
networks: Making the most of simplicity. In P. Rystrom, W. H.
Starbuck (Ed)Handbook of organizational design(pp. 385— 408). New
York: Oxford University.

Aldrich, Howard E. (1979). Organizatioasd environments. Englewood CIiffs,
NJ: Prentice-Hall.

Aldrich, H. E. and Whetten, D. A. (1981). Orgaatinn sets, action sets, and
networks: Making the most of simplicity. In P. Rystrom, W. H.
Starbuck (Ed)Handbook of organizational design(pp. 385— 408). New
York: Oxford University.

Alexander, Ernest. (1995). Hawganizations act together: Irter-organizational
coordination in theory and practice Amsterdam: Gordon and Breach.

Alford. R. (1975).Health care politics. Chicago: University Calif. Press.

Alter, Catherine and Hage, Jerald. (19¥Xganizations working together.
Londres: Sage.

Anderson, D. R., Sweeney, D. J. and Williams, T.(A002). Statistics for busines:
and economicg8th Ed.). Cincinnati, OH: South-Western.

Anderson, E. (1990). Two firms, one frontier: @ssessing joint venture
performance.Sloan Management Review31(2), 19-30.

Anderson, E. and Weitz, B. (1989). Determinaritsomtinuity in conventional
industrial channel dyaddMarketing Science 8, 310-323.



236

Anderson, Erin, Lodish, Leonard M. and Weitz, Barfa (1987, February).
Resource allocation behavior in conventional chennimurnal of
Marketing Research 24, 85-97.

Anderson, J. C. (1987). An approach for confimnatmeasurement and structural
eguation modeling of organizational properti®anagement Science,
33(4), 525-541.

Anderson, James C. and Narus, James A. (1983, Pathodel of the distributor's
perspective of distributor-manufacturer workingateinships.Journal of
Marketing, 48, 62-74.

Anderson, J. and Narus, J. (1990). A model dfibistor firm and manufacturer firm
working partnershipsJournal of Marketing , 48, 42-58.

Angelo, R. M. and Vladimir, A. N., (Eds). (1994hlospitality today: An
introduction. Michigan: The Educational Institute of the Anoamn Hotel
and Motel Association.

Angle, H. and Perry, J. (1981). An empirical asseent of organizational
commitment and organizational effectivenessiministrative Science
Quarterly, 26, 1-14.

Ardhana, I. K. (2004). The economic aspects ofish development in Thailand. In
Tourism in Thailand: Its challenges and opportunities(pp.79-114).
PSDR-LIPI, Jakarta: Research Center for RegionabRees, The
Indonesian Institute of Sciences.

Argyris, C. and Schon, D. A. (1978Prganizational learning: A theory of action
perspective Reading, MA: Addison-Wesley.

Askew, M. (2002 Bangkok: Place, practice and representatio. New York:
Routledge.

Asquith, P., Bruner, R. and Mullins, D., Jr. (198ril). The gains to bidding firms
from merger.Journal of Financial Economics 11, 121-139.

Assael, H. (1969). Constructive role for integamizational conflict.
Administrative Science Quarterly, 14, 573-581.

Aulakh, Preet S. and Madhok, Anoop. (2002). Coaipen and performance in
international alliances: The critical role of flexity. In Farok J.



237

Contractor and Peter Lorange (Ec€Choperative strategies and alliance
(pp. 25-48). Oxford: Pergamon Press.

Avgerou, C. (2001). The significance of contexiriformation systems and
organizational changdnformation Systems Journal 11, 43-63.

Babbie, E. (2001)Practice of social researc (8th Ed.). New York: wadsworth
Publishing Company.

Bangkok Post. (2003)Diethelm travel’s thailand tourism review 200:~What a
year!. Retrieved February 5, 2011, from
http://www.bangkokpost.com/tourism 2003/year.html

Barley, S., Freeman, J. and Hybels, R. (1992)at&jic alliances in commercial
biotechnology. In R. Eccles and N. Norhia (EdSgtworks and
organizations Boston: Harvard Business School Press.

Barney, J. B. (1986, October). Strategic factarkats: Expectations, luck, and
business strategyanagement Science32(10), 1231-1241.

Barney, J. B. (1991, March). Firm resource arsgtasned competitive advantage.
Journal of Management 17(1), 99-120.

Barney, J. B. (2001, January). Is the resourceddview" a useful perspective for
strategic management research? Yasademy of Management Review
26(1), 41-56.

Barney, J. B. and Hansen, M. H. (1994). Trusthiogss as a source of competitive
advantage Strategic Management Journa) 15, 175-190.

Barringer, B. R. and Harrison, J. S. (2000, Jungalking a tightrope: Creating
value through inter-organizational relationshmurnal of Management
26(3), 367-403.

Bartlett, James E., Kotrlik, Joe W. and Higginsa@ick C. (2001). Organizational
research: Determining appropriate sample sgarvey Research
Information Technology, Learning, and Performance &éurnal, 19(1),
43-50

Baum, J. A. C. and Oliver, C. (1991). Institutbtinkages and organizational
mortality. Administrative Science Quarterly, 36, 187-218.

Beamish, P. W. (1987). Joint ventures in LDCstri®a selection and performance.



238

Management International Review, 27(1), 23-37.

Beamish, P. W. and Banks, J. C. (1987, Summagit§joint ventures and the
theory of multinational enterpriselournal of International Business
Studies 18, 1-16.

Berg, S. V. and Friedman, P. (1977). Joint veagucompetition and technological
complementarities: Evidence from chemicaBnuthern Economic
Journal, 43(3), 1330-1337.

Bernstein, I. H. (1987 Applied multivariate analysis. New York: Springer-Verlag.

Berry, L. L. and Parasuraman, A. (199Marketing services: Competing throrgh
qguality. New York: Free Press.

Bertalanffy, Ludwig Von. (1950). The theory ofepsystemsPhysics and Biology
Science 111, 23-29.

Biong, H. (1993). Satisfaction and loyalty to pligrs within the grocery trade.
European Journal of Marketing, 27, 21-38.

Boeker, W. and Goodstein, J. (1991, Decemberpafizational performance and
adaptation: Effects of environment and performamtehanges in board
composition. Academy of Management Journal 34(4), 805-826.

Bohr, E. (1991).The unanticipated changes related to participation in inte-
organizational relationships: The neighborhood cerdr. Doctoral.
dissertation, University of Massachusetts.

Borgatti, S. P. and Cross, R. (2003, April). Aat®nal view of information seeking
and learning in social networkVlanagement Science49(4), 432-445.

Borgatti, S. P. and Foster, P. C. (2003, DecembEng network paradigm in
organizational research: A review and typologgurnal of
Management 29(6), 991-1013.

Borys, B. and Jemison, D. B. (1989). Hybrid agements as strategic alliances:
Theoretical issues in organizational combinatioAsademy of
Management Review 14, 234-249.

Boulding, W. and Christen, M. (2001, October)rsEmover disadvantagddarvard
Business Review79(9), 20-21.

Bouno. A. F. (1997). Managing strategic alliandagervening in network



239

organizations.Journal of Organizational Change Managemer, 10(3),
251-266.

Bower, G. H. and Hilgard, E. R. (1981I)heories of learnin¢c. Englewood Cliff, N
J: Prentice Hall.

Bresser, R. K. F. (1988). Matching collective @othpetitive strategiesStrategic
Management Journal 9, 375-385.

Brett, J. M., Shapiro, D. L. and Lytle, A. L. (189 Breaking the bonds of
reciprocity in negotiation Academy of Management Journgl41, 410—
424.

Bronder, C. and Pritzl, R. (1992). Developingttgic alliances: A conceptual
framework for successful co-operatioBuropean Management
Journal, 10(4), 412-421.

Bryant, F. B. and Yarnold, P. R. (1995). Printip@amponents analysis and
confirmatory factor analysis. In L. G. Grimm andRR Yarnold (Eds.),
Reading and understanding multivariate statisticpp. 99-136).
Washington, DC: American Psychological Association.

Bucklin, L. P. and Sengupta, S. (1993). Orgagizanccessful co-marketing
alliances.Journal of Marketing, 57, 32-46.

Burt. R. S. (1983)Corporate profits and cooptation: Networks of marke
constraints and directorate ties in the American eanomy. New York:
Academic

Burt, R. S. (1992)Structural holes: The social structure of competitiol.
Cambridge, MA: Harvard University Press.

Burt, R. S. (1997, June). The contingent valusaafal capital. Administrative
Science Quarterly 42(2), 339-365.

Carroll, A. B. (1997).Managing corporate social responsibility. Boston: Little

Brown.

Casciaro, T. and Piskorski, M. J. (2005, Juneywd? imbalance, mutual
dependence, and constraint aborption: A closer &doksource
dependence theornAdministrative Science Quarterly, 50(2), 167-199.

Cattell, R. B. (1966). The scree test for the nands factorsMultivariate



240

Behavioral Researcl, 1, 245-276.

Caves, R. E. and Porter, M. E. (1977, May). Femny barriers to mobility barriers:
Conjectural decisions and contrived deterrencesto competition.
Quarterly Journal of Economics, 91(2), 241-262.

Chapman, S. N. and Carter, P. L. (1990). Supplistomer inventory relationships
under just in time Decision Science21, 35-51.

Chatterjee, Sayan. (1986). Types of synergy andanic value: The impact of
acquisitions on merging and rival firmStrategic Management Journa)
7(2), 119-140.

Child, J. and Faulkner, D. (1998, Sprintrategies of cooperation: Managin(
alliances, networks and joint ventures Oxford, UK: Oxford University
Press.

Coase, R. H. (1988). The nature of the firm:Uafice.Journal of Law,

Economics, and Organizations4(1), 33-47.

Cochran, W. G. (1977)Sampling technique: (3rd Ed.). New York: John Wiley &
Sons.

Cockburn, A. M., Henderson, R. M. and Stern, 0®. Untangling the origins of
competitive advantageStrategic Management Journaj 21, 1123-1145.

Cohen, W. M. and Levinthal, D. (1990). Absorptoapacity: A new perspective on
learning and innovationAdministrative Science Quarterly, 35, 128-
152.

Coleman, J. S. (1988). Social capital in the toveaof human capital American
Journal of Sociology 94(Supplement), S95-S120.

Comrey, A. L. and Lee, H. B. (1992A first course in factor analysis. Hillsdale,
New Jersey: Erlbaum.

Cone, J. D. and Foster, S. L. (199B)ssertations and theses from start to finish
Psychology and related fields Washington, DC: American
Psychological Association.

Cone, John D. and Foster, Sharon L. (19%8¥sertations and theses from srt to
finish: Psychology and related fields Washington, DC: American

Psychological Association.



241

Contractor, F. J. and Lorange, P. (1988). Whykhbrms cooperate? The strategy
and economics basis for cooperative ventures.. @oRtractor and P.
Lorange (Eds.)Cooperative strategies in international businesgp. 3—
28). Lexington, MA: Lexington Books.

Cook,.K. S. (1977, Winter). Exchange and powardatworks of inter-organizational
Relations. The Sociological Quarterly 18, 62-82.

Cornelissen, J. P. (2005, October). Beyond coempdetaphor in organization
theory. Academy of Management Review30(4), 751-764.

Crawford-Welch, S. (1991). International markgtin the hospitality industry. In
R. Teare and A. Boer, (EdsStrategic hospitality managemen{pp.
166—-193). London: Cassell.

Cronbach, L. J. (1951). Coefficient alpha andititernal structure of tests.
Psycholometrika, 16, 297-334.

Cronbach, L. J. (1971). Test validation. In RThorndike (Ed.).Educational
measurement (2nd Ed.). Washington, DC.: American Council on
Education.

Cummings, T. (1984). Trans-organizational develept. Research in
Organizational Behaviour, 6, 367-422.

Daft, R. L. and Lengel, R. H. (1986). Organiza#ibinformation requirements,
media richness and structural desigyfanagement Science32(5), 554-
571.

Dahlstrom, Robert and Nygaard, Arne. (1999, May. empirical investigation of
ex post transaction costs in franchised distributibbannel.Journal of
Marketing Research 36, 160-170.

Dalton, D. R., Daily, C. M., Ellstrand, A. E. andhhson, J. L. (1998, March). Meta-
analytic reviews of board composition, leadershipciure, and financial
performance.Strategic Management Journa) 19(3), 269-290.

Danneels, E. (2002, December). The dynamicsadfymt innovation and firm
competencesStrategic Management Journaj) 23(12), 1095-1121.

Das, S., Sen, P. K. and Sengupta, S. (1998). lhgbatrategic alliances on firm

valuation. Academy of Management Journal41, 27-41.



242

Das, T. K. and Tang, B. S. (2000). Instabilitéstrategic alliances: An internal
tensions perspectivedrganization Science: A Journal of the Institute
of Management Sciencesl1(1), 77-101.

Das, T. K. and Teng, Bing-Sheng. (1998). Betwieest and control: Developing
confidence in partner cooperation in alliancésademy of Management
Review,23(3), 491-512.

Das, T. K. and Teng, B. (2000, February). A resetbased theory of strategic
alliance. Journal of Management 26(1), 31-61.

Datta, D. K. (1991). Organizational fit and aation performance: Effects of post-
acquisition integration Strategic Management Journal 12, 281-297.

David, G. F. (1991, December). Agents withouh@iples? The spread of the poison
pill through the inter-corporate networlRdministrative Science
Quarterly, 36(4), 583-613.

De Vaus, D. A. (2002)Surveys in Social Researc (5th Ed.). Sydney: Allen &

Unwin.

Deeds, D. L. and Hill, C. (1996). Strategic alttas and the rate of new product
development: An empirical study of entrepreneusiatechnology firms.
Journal of Business Venturing 11, 41-55.

Deephouse, D. L. (1999, February). To be differenTo be the same? It's a
guestion (and theory) of strategic balan&tategic Management
Journal, 20(2), 147-166.

Department of Tourism of Thailand. (201Tourism statistics. Retrieved
February 5, 2011, from
http://www.tourism.go.th/2010/en/statistic/tourigimp

Deutsch, M. (1969). Conflict: Productive and destive. Journal of Social Issue,
25(1), 7-41.

Devlin, G. and Bleackley, M. (1988). Strategiltasices: Guidelines for success.
Long Range Planning 21, 18-23.

Dickson, Pat H. and Weaver, Mark K. (1997). Eonimental determinants and
individual level moderators of alliance us&cademy of Management
Journal, 40(2), 404-425.



243

Dillman, D. A. (1978).Mail and telephone surveys: The total design methc.
New York: Wiley.

Dillman, D. A. (2000).Mail and internet surveys: The tailored design metod.
New York: Wiley

DiMaggio, P. J. and Powell, W. W. (1983, Aprillhe iron cage revisited:
Institutional isomorphism and collective rationglih organizational
fields. American Sociological Review48, 147-160.

Dollinger, M. J. (1990). The evolution of collet strategies in fragmented
industries. Academy of Management Reviewl5, 266-285.

Dollinger, M. J. and Golden, P. A. (1992). Intgganizational and collective
strategies in small firms: Environmental effectsl @erformance.Journal
of Management 18(4), 695-716.

Dollinger, M. J. and Golden, P. A. (1993). Co@tere alliances and competitive
strategies in small manufacturing firmEntrepreneurship Theory and
Practice, Summer, 43-56.

Donaldson, T. and Preston, L. E. (1995, Januaffe stakeholder theory of the
corporation: Concepts, evidence, and implicatidoademy of
Management Journal 20(1), 65-91.

Donner, W. (1978).The first faces of Thailand: An economic geograpl. St.
Lucia, Queensland: University of Queensland Press.

Doz, Yves L. and Hamel, Gary. (199&)lliance advantag¢. Boston, MA: Harvard
Business School Press.

Driscoll, J. (1978). Trust and participation irganizational decision making as
predictors of satisfactionAcademy of management Journal21, 44-56.

Drury, D. H. and Farhoomand, A. (1999, June).olration diffusion and
implementation.International Journal of Innovation Management,
3(2), 133-157.

Dung, N. H. and Yen, N. T. (2008A guide to natural conservation arec
management in Vietham—-Some experiences and internanal lessons
Hanoi, Vietham: International Union for Conservatif Nature. (In

Vietnamese).



244

Dussauge, P. and Garrette, B. (1995). Deternmsnafrduccessful in international
strategic alliances: Evidences form the global sigsoe industryJournal
of International Business Studies3, 505-530.

Dwyer, F. R. and Oh, S. (1988). A transactiort pesspective on vertical
contractual structureslournal of Marketing, 52, 21-34.

Dwyer, F. R., Schurr, P. H. and Oh, S. (1987, ApiDeveloping buyer-seller
relationships.Journal of Marketing, 51, 11-27.

Dyer, J. H. (1997, August). Effective inter-firollaboration: How firms minimize
traction costs and maximize transaction val8&ategic Management
Journal, 18(7), 535-556.

Dyer, J. H. and Singh, H. (1998, October). THati@nal view: Cooperative strategy
and source of inter-organizational competitive adiage. Academy of
Management Review 23(4), 660-679.

Dyer, J., Kale, P. and Singh, H. (2001). How tkmstrategic alliances work.
Sloan Management Review42(4), 37-43.

Easterby-Smith, M. (1997). Disciplines of therteag organization: Contributions
and critiques.Human Relations 50(9), 1085-1113.

Eisenhardt, K. M. and Schoonhoven, C. B. (1996rdiiadpril). Resource-based
view of strategic alliance formation: Strategic aatial effects in
entrepreneurial firmsQOrganization Science 7(2), 136-150.

Elg, U and Johansson, U. (1996). Networking whatonal boundaries dissolve:
The swedish food sectoEuropean Journal of Marketing, 30(2), 61-74.

Emerson, R. M. (1962, February). Power-dependszlagons. American
Sociological Review27(1), 31-41.

Fink, A. (1995). The survey handbool. Thousand Oaks, CA: Sage.

Finkelstein, S. (1997, November). Inter-industrgrger patterns and resource
dependence: A replication and extension of Pf€ffer72). Strategic
Management Journal 18(11), 787-810.

Fisher, L. M. (1996). How strategic alliances waor biotech. Strategy and
Business First Quarter, 1-7.

Fombrun, C. and Astley, W. G. (1983). Strategiesadiective action: The case of the



245

financial services industry. In R. Lamb (EdAgvances in Strategic
Management(Vol. 2 pp. 125-140). Greenwich, CT: JAI Press.

Forrest, J. E. (1992). Management aspects degitapartnering.Journal of
General Management 17(4), 25-40.

Frankel, R., Whipple, Schmitz J. and Frayer, D(1R96). Formal versus informal
contracts: Achieving alliance succedsternational Journal of Physical
Distribution and Logistics Management 26(3), 47—63.

Freeman, R. E. (1984)ftrategic management: A stakeholder approac. Boston:
Pitman Serries in Business and Public Policy.

Freeman, R. E., Wicks, A. C. and Parmar, B. (200dy-June). Stakeholder theory
and the corporate objective revisite@rganization Science 15(3), 364-
369.

Fry, M-L. and Polonsky, M. J. (2004, November)aBining the unintended
consequences of marketingournal of Business Researchb7, 1303-
1306.

Gabarro, J. (1987)The dynamics of taking charg. Boston, MA: Harvard
Business School Press.

Gainey, T. W. and Klaas, B. S. (2003, April). Tdwesourcing of training and
development: Factors impacting client satisfactidournal of
Management 29(2), 207-229.

Galaskiewicz. J. (1979)Exchange networks and community politic. Beverly
Hills, Calif: Sage.

Galaskiewicz, J. (1985). Inter-organizationahtieins. Annual Review of
Sociology,11, 281-304.

Galaskiewicz, J. and Marsden, P. (1978). Intganizational resource networks:
Formal patterns of overlagsocial Science Reviews, 89-107.

Ganesan, S. (1994). Determinants of long-terentation in buyer-seller
relationships Journal of Marketing, 58(2), 1-19.

Garrette, B., Dussauge, P. and Mitchell, W. (20Q®arning from competing
partners: Outcomes and durations of scale andaliidnces in Europe,

North America and AsiaStrategic Management Journal 21, 99-126.



246

Gaski, John F. and Nevin, John R. (1985). Thiewtifhtial effects of exercised and
unexercised power sources in a marketing chantwirnal of
Marketing Research 22(2), 130-142.

Ghoshal, S. and Moran, P. (1996). Bad for practiccritique of the transaction cost
theory. Academy of Management Review21(1), 13-47.

Gibbons, D. E. (2004, December). Network strietmd innovation ambiguity
effects on diffusion in dynamic organizational iel Academy of
Management Journal 47(6), 938-951.

Gibson, B. J., Rutner, S. M. and Keller, S. B. 020 Shipper-carrier partnership
issues, ranking and satisfactioimternational Journal of Physical
Distribution & Logistic Management, 32(8), 669-681.

Gilbert, J. T. (1995, July-August). Profiting finannovation: Inventors and adopters.
Industrial Management, 37(4), 28-32.

Gnyawali, D. R. and Madhavan, R. (2001, July).o@rative networks and
competitive dynamics: A structural embeddednesspaetive. Academy
of Management Review 26(3), 431-445.

Goerzen, A. (2005, May). Managing alliance neksoEmerging practices of
multinational corporationsAcademy of Management Executivel9(2),
94-107.

Goes, J. B. and Park, H. S. (1997, June). Intgarozational links and innovation:
The case of hospital serviceAcademy of Management Journal 40(3),
673-696.

Gomes-Casseres, B. (199a)he alliance revolution: The new shape of busine:
rivalry . Cambridge, MA: Harvard University Press,

Gould, L. J., Ebers, R. and Clinchy, R. M. (199%he systems psychodynamics of a
joint venture: Anxiety, social defenses, and theaggement of mutual
dependenceHuman Relations 52(6), 697-722.

Grant, R. M. (1996, July-August). Prospering ymamically-competitive
environments: Organizational capability as knowkeddgegration.
Organization Science 7(4), 375-387.

Gray, Barbara. (1985). Conditions facilitatingeinorganizational collaboration.



247

Human Relations, 38(10), 911-936.

Gray, B. (1989).Collaborating: Findin g common ground for multiparty
problem. San Francisco: Joosey-Bass.

Gray, B. and Wood, D. J. (1991). Toward a comensive theory of collaboration.
Journal of Applied Behavioral Science27(2), 139-162.

Gruber, Judith E. (1987)Controlling bureaucracies: dilemmas in democratic
governance Berkeley: University of California Press.

GSO. (2010).General Statistics Office. Retrieved December 20, 2010, from
http://www.gso.gov.vn/default.aspx?tabid=217

Guetzkow, H. (1965). Communication in organizasio In J. March (Ed.),
Handbook of organizations(pp.534-573). Chicago, IL: Rand McNally &
Company.

Gulati, R. (1995). Does familiarity breed trugt?e implications of repeated ties for
contractual choice in allianceg&cademy of Management Journal
38(1), 85-112.

Gulati, R. and Garguilo, Martin. (1999). Whereidter-organizational networks
come from?American Journal of Sociology 104(5), 1439-1493.

Gulati, R., Nohria, N. and Zaheer, A. (2000, MarcBtrategic networksStrategic
Management Journal 21(3), 203-215.

Hage, Jerald and Aiken, Michael. (1967). Relatop of centralization of other
structural propertiesAdministrative Science Quarterly, 12, 72-92.

Hagedoorn, J. (1993). Understanding the ratioob#grategic technology
partnering: Inter-organizational modes of cooperatind sectoral
differences.Strategic Management Journaj 14, 371-85.

Hair, J. F., Anderson, R. E., Tatham, R. L. anccBJ|aV. C. (1995).Multivariate
data analysis New Jersey: Prentice-Hall.

Hakansson, H. and Wootz, B. (1979). A framewdrindustrial buying and selling.
Industrial Marketing Management, 8(1), 28-39.

Halinski, R. S. and Feldt, L. S. (1970). The stta of variables in multiple
regression analysesournal of Educational Measurement 7(3), 151-
158.



248

Hall, C. M. (1997).Tourism in the Pacific Rim: Development, impacts, ad
markets (2nd Ed). Melbourne: Longman.

Hall, Richard H. (1991)Inter -organizational relationships, organizations:
structures, processes, & outcomeskEnglewood Clifffs, NJ: Prentice-
Hall.

Hall, R. H., (Ed). (2005)Organizations: Structures, processes, & outcom.
Englewood Cliffs, NJ: Prentice-Hall.

Hall, R. H., Clark, J. P., Giordano, P. C., JohngarV. and Van Roekel, M. (1977).
Patterns of inter-organizational relationshigglministrative Science
Quarterly, 22, 457-475.

Halpert, Burton P. (1982). Antecedents. In DdvidRogers and David A. Whetten
(Eds.). Inter-organizational coordination: theory, research, and
implementation (pp. 54-72). Ames, lowa: lowa State Universitg$3r.

Hamel, Gary. (1991, Summer). Competition for cetepce and inter-partner
learning within international strategic alliance&trategic Management
Journal, 12, 83-103.

Hamel, Gary, Doz, Yves L. and Prahalad, C. K. @9&ollaborate with your
competitors and win. Harvard Business Review, 7(33-139.

Han, S. L., Wilson, D. T. and Dant, S. P. (199Buyer-supplier relationships today.
Industrial Marketing Management, 22, 331-338.

Hannan, M. and Freeman, J. (1977). The populaomogy of organizations.
American Journal of Sociology 82, 929-964.

Hansen, M. T. (1999, March). The search-transfeblem: The role of weak ties in
sharing knowledge across organization subuigministrative Science
Quarterly, 44(1), 82-111.

Harbison, J. R. and Pekar, P., Jr. (1989). Cotkatie with your competitors and win.
Harvard Business Review67(1), 133-139.

Harbison, J. R. and Pekar, P., Jr. (19%nart alliances: A practicalguide to
repeatable successSan Francisco: Jossey- Bass.

Harrigan, K. R. (1985). Exit barriers and verticaegration. Academy of
Management Journal 28(3), 686-697.



249

Harrigan, K. R. (1988). Strategic alliances aadmer asymmetriesManagemert
International Review, 28, 53-72.

Harrigan, K. R. and Newman, W. H. (1990). Badaster-organization co-
operation: Propensity, power, persistendeurnal of Management
Studies 27, 417-434.

Hart, P. and Saunders, C. (1997, January-Febru&wyer and trust: Critical factors
in the adoption and use of electronic data intergeaOrganization
Science 8(1), 23-42.

Haspeslagh, P. and Jemison, D. (19%anaging acquisitions: Creating value
through corporate renewal New York: Free Press.

Hatch M. J. (1997)Organizational theory. New York: Oxford University Press.

Haunschild, P. R. (1993, December). Inter-orgatmonal imitation: The impact of
interlocks on corporate acquisition actividministrative Science
Quarterly, 38(4), 564-592.

Hawawini, G., Subramanian, V. and Verdin, P. (2Q@&uary). Is performance
driven by industry or firm specific factors? A néwok at the evidence.
Strategic Management Journa) 24(1), 1-16.

Heide, J. B. (1994). Inter-organizational govexcein marketing channeldournal
of Marketing, 58, 71-85.

Heide, J. B. and John, G. (1990). Alliances olustrial purchasing: The
determinants of joint action in buyer-supplier telaships. Journal of
Marking Research, 27, 24-36.

Hill, C. W. L. (1990). Cooperation, opportunisamd the invisible hand:
Implications for transaction cost theorficademy of Management
Review, 15, 500-513.

Hillman, A. J. (2005, June). Politicians on tlwakd of directors: Do connections
affect the bottom line’Journal of Management 31(3), 464-481.

Hirsch, P. (1972). Processing fads and fashidnorganization-set analysis of
cultural industry systemAmerican Journal of Social 77, 639-659.

Hofer, C. W. and Schendel, D. (197&trategy formulation: Analytical concept:.
St. Paul, MN: West.



250

Hoffman, A. N., Stearns, T. M. and Shrader, C.(B990). Structure, context and
centrality in inter-organizational networkdournal of Business
Research 20, 333-347.

Holmqvist, M. (2004, January-February). Expei@rearning processes of
exploitation and exploration within and betweenamigations: An
empirical study of product developme@t.ganization Science 15(1), 70-
81.

Hoskisson, R. E., Hitt, M. A., Wan, W. P. and Y, (1999, June). Theory and
research in strategic management: Swings of a pemdwournal of
Management 25(3), 417-456.

Huber, G. P. (1991, February). Organizationaliea: The contributing processes
and the literaturesOrganization Science 2(1), 88-115.

Huber, T. and Daft, R. (1987). The informatiowviemnment of organizations. In F.
Jablin et al. (EdsHlandbook of organizational communication
Newbury Park, CA: Sage.

Inkpen, A. C. and Tsang, E. W. K. (2005, JanuaB9cial capital, networks, and
knowledge transferAcademy of Management Review30(1), 146-165.

Jarillo, J. C. (1988, January-February). On sgiatnetworks.Strategic
Management Journal 9(1), 31-41.

Jasperson, J., Carter, T. A., Saunders, C. SeB®&I| S., Croes, H. J. P. and Zheng,
W. (2002, December). Review: Power and infornmatechnology
research: A metatriangulation revieMIS Quarterly , 26(4), 397-459.

Jemison, D. B. and Sitkin, S. B. (1986). Corpeatquisitions: A process
perspective.Academy of Management Reviewll, 145-163.

Jensen, M. C. and Meckling, W. H. (1976). Theafrthe firm: Managerial behavior,
agency costs and ownership structufeurnal of Financial Economics
3, 305-360.

Johnston, R. and Lawrence, P. (1988). Beyondcatrhtegration-The rise of the
value-adding partnershig-darvard Business Review July-August, 94-
101.

Kaghan, W. N. (2000). Invention, innovation, amdancipation: Research worlds



251

and trajectories of social changgechnology Analysis & Strategic
Management 12(3), 343-347.

Kale, P., Singh, H. and Perlmutter, H. (2000, Mard_earning and protection of
proprietary assets in strategic alliances: Buildilgtional capital.
Strategic Management Journa) 21(3), 217-237.

Kanter, R. M. (1994). Collaborative advantagee &t of alliancesHarvard
Business Reviewy72, 96-108.

Kast, F. and Rosenzweig, J. 1973ontingency views of organization anc
management Chicago: Science Research Associates, Inc.

Katz, D. and Kahn, R. (1978).he social psychology of organizatior (2nd Ed).
New York: Wiley.

Kenis, P. and Knoke, D. (2002, April). How orgeational field networks shape
inter-organizational tie-formation rateAcademy of Management
Review, 27(2), 275-293.

Kerlinger, F. N. (1973)Foundations of behavioral researc (2nd Ed.). New
York: Holt, Rinehart, and Winston.

Khanna, Tarun, Gulati, Ranjay and Nohria, Nitin948). The dynamics of learning
alliances: Competition, cooperation, and relatio@pe. Strategic
Management Journal 19, 193-210.

Klonglan, G. E., Warren, R. D., Winkelpleck, J. &d Paulson, S. K. (1976). Inter-
organizational measurement in the social servieews Differences by
hierarchical level. Administrative Science Quarterly, 21(4), 675-687.

Knight, M. B. (1994). Build partnership with t@vagents.Successful Hote
Marketer, 7(1), 1.

Knoke, D. and Rogers, D. I. (1979). A blockmoadetlysis of inter-organizational
networks. Social Science Review$4, 28-52.

Kogut, B. (1988). Joint ventures: Theoretical anapirical perspectivesStrategic
Management Journal 9, 319-332.

Kok, G. and Wildeman, L. (1999High touch partnering: Beyond traditional
selection perspectivesWhite paper, KPMG, Amsterdam, The

Netherlands



252

Koka, B. R. and Prescott, J. E. (2002, Septemlftrategic alliance as social
capital: A multidimensional viewStrategic Management Journal
23(9), 795-816.

Kotabe, M., Teegen, H., Aulakh, P. S., De Arruda,QMC., Santillan-Sallgado, R. J.
and Greene, W. (2000). Strategic alliances inrgimg Latin America: A
view from Brazilian, Chilean and Mexican companidsurnal of World
Business 35(2), 114-132.

Kotler, P. (1984).Marketing management: Analysis, jlanning and control. New
Jersey: Prentice Hall.

Krejcie, R. V. and Morgan, D. W. (1970). Deternmigisample size for research
activities.Educational and Psychological MeasuremenB0, 607-610.

Kunarucks, Taksina. (2002). Public-private coagien in tourism: The case of
Thailand. In W. Nuryanti and W.G. Hwang (Ed®rivate and public
sector partnership in tourism development(pp. 68-77). Yogyakarta:
Gadjah Mada University Press.

Lambert, A., Brown, T. G., Takizawa, M. and Weimer, (1999). A review of
performance indicators for real losses from water gpply systems.
AQUA, 48(6), 227-237.

Lawley, D. N. and Maxwell, A. E. (1971)Factor analysis as a statistical methc
(2nd Ed). London: Butterworths.

Lawrence, P. R. and Lorsch, J. W. (196@yganization and environment:
Managing differentiation and integration. Boston, MA: Graduate
School of Business Administration, Harvard Univitsi

Lawrence, P. R. and Lorsch, J. W. (196Bgveloping organization: Diagnosis ant
action. Reading, MA: Addison-Wesley.

Leach, W. D., Pelkey, N. W. and Sabatier, P. A00@). Stakeholder partnerships as
collaborative policymaking: Evaluation criteria dipd to watershed
management in California and Washingtd@ournal of Policy Analysis
and Management 21(4), 645-670.

Lee, Kai N. (1995).Deliberately seeking sustainability in the ColumRBiaer Basin
In Lance Gunderson, C. S. Holling, and StephentL(gds). Barriers



253

and bridges to the renewal of ecosystems and institons (pp. 214-
238). New York: Columbia University Press.

Lei, D. (1993). Offensive and defensive usesligdraces. Long Range Planning,
26(4), 32-41.

Lei, D. and Slocum, J. W., Jr. (1991). Globahtgic alliances: Payoffs and pitfalls.
Organizational Dynamics 9(3), 44-62.

Levine, S. and White, P. (1962). Exchange asaeutual framework for the study
of inter-organizational relationshipsdministrative Science Quarterly,
5, 583-601.

Levitt, B. and March, J. G. (1988). Organizatidearning. Annual Review of
Sociology 14, 319-340.

Lewis, M. C. and Lambert, M. D. (1991). A modékbannel member performance,
dependence, and satisfactialournal of Retailing, 67(2), 205—-225.

Li, H. and Atuahene-Gima, K. (2001, December)odert innovation strategy and
the performance of new technology ventures in GhinAcademy of
Management Journal 44(6), 1123-1134.

Li, L. and Zhang, W. (1997). Thailand: the dynamiowth of Thai tourism. In F.
M. Goand C. L. Jenkins (Eds.J.ourism and economic development in
Asia and Australia (pp. 286-303). London and Washington, DC.:
Cassell.

Likert, R. (1932).A technique for the measurement of attitude. New York:
Archives of Psychology.

Limlingan,V. (1999).The role of air transport in tourism developmen. A paper
presented during the Tourism and Transport Sunduite 22-23, 1999,
Manila, Philippines.

Locke, E. A. (1999, January). Some reservatitmasiasocial capital Academy of
Management Review 24(1), 8.

Lorange, P. and Roos, J. (199%}rategic alliances: Formation, implementation
and evolution. Cambridge, MA: Blackwell.

Lorsch, J. W. (1975)Note on organization desig. Harvard Business School
Product 9-476-094. Boston, MA.: Harvard Businesisd®l Publishing.



254

Lubatkin, Michael. (1983). Mergers and the parfance of the acquiring firm.
Academy of Management Review8(2), 218-225.

Luong, Pham Trung. (2003Nature-based tourism development as tool fc
biodiversity conservation in Vietham Processding of The Centre for
Biodiversity and Conservations 2003 Symposium “&uasible nature-
based tourism in Southeast Asia”, New York city,r&e20-21, 2003.

Lynch, L. (1992). Private-sector training and daenings of young workers.
American Economic Review 82(1), 299-312.

Madhok, A. (1995). Opportunism and trust in jorenture relationships: An
exploratory study and a modebcandinavian Journal of Management
11(1), 57-74.

Madhok, A. and Tallman, S. B. (1998). Resourtrasisactions and rents: Managing
value through inter-firm collaborative relationshi@rganization
Science 9(3), 326-339.

Marino, M. (2000). The tourist sector: Publicues private — The Italian and
Spanish experienced.ourism Management 22, 44-48.

Mariolis, P. and Jones, M. H. (1982). Centralitgorporate interlock networks:
Reliability and stability. Administrative Science Quarterly, 27, 571—
585.

Marrett, C. (1971). On the specification of integanizational dimensions.
Sociology and Social Resear¢th6, 83—89.

Mayhew, Leon. (1971)Society: Institutions and activity. Glenview, 111: Scott,
Foresmand and Company.

McGahan, A. M. and Porter, M. E. (2002, July). at/tdo we know about variance in
accounting profitability?Management Science48(7), 834-851.

McGee, J. and Dowling, M. (1994). Using R&D coeogtive arrangements to
leverage managerial experience: A study of teclhgyiotensive new
ventures.Journal of Business Venturing 9, 33-48.

McKendrick, D. G. and Carroll, G. R. (2001, Novesnibecember). On the genesis
of organizational forms: Evidence from the marketd disk arrays.
Organization Science 12(6), 661-682.



255

McKinsey and Company. (2002Harnessing the tourism growth engine: A
winning formula for the Philippines. Presentation to Her Excellency
President Gloria Macapagal-Arroyo, April 2004, Malaang, Manila.

Medina-Munoz, Diego and Garcia-Falcon, Juan Man(@000). Successful
relationships between hotels and agenchgmals of Tourism Research
27(3), 737- 762.

Mendenhall, W. and Sincich, T. (1996). second course in statistics: Regressic
analysis Upper Saddle River, New Jersey: Prentice Hall.

Meredith, J., Raturi, A., Camm, J. and McCutchdan(1990). Coping with the build
to forecast environmentlournal of Operations Management 9(2), 230-
249.

Meyer, J. W. and Rowan, B. (1977, September)titin®nalized organizations:
Formal structure as myth and ceremoiiyjne American Journal of
Sociology 83(2), 340-363.

Meyer, W. (1988).Beyond the mask: Toward a tran-disciplinary approach of
selected social problems related to the evolutiomd context of
international tourism in Thailand . Saarbrucken, Germany/Fort
Lauderdale, FL: Verlag Breitenback Publishers.

Middleton, V. T. C. and Clarke, J. (2001). Maikgtin travel and tourism (3rd Ed).
Oxford: Butterworth-Heinemann.

Miller, D. E. and Kunce, J. T. (1973). Predictamd statistical overkill revisited.
Measurement and Evaluation in Guidance6(3), 157-163.

Ministry of Foreign Affairs (Mofa). (2007)Vietnam-Thailand relations.
Retrieved March 10, 2011, from
http://www.mofa.gov.vn/en/cn_vakv/ca_tbd/
nr040819104152/ns071212134041

Mitchell, R. K., Agle, B. R. and Wood, D. J. (199ctober). Toward a theory of
stakeholder identification and salience: Definihg principle of whom
and what really countsAcademy of Management Review22(4), 853-
886.

Mitchell, W. and Singh, K. (1992). Incumbentseusf pre-entry alliances before



256

expansion into new technical subfields of an indusiournal of
Economic Behavior and Organization 18(3), 347-372.

Mizrahi, T. and Rosenthal, B. (2002). Complexsitté coalition building: Leaders'
successes, strategies, struggles, and solutlbosial Work, 46(1), 63-78.

Mohr, J. and Spekman, R. (1994). Characteristigmrtnership success: Partnership
attributes, communication behavior, and conflisitation techniques.
Strategic Management Journaj 15, 135-152.

Monczka, R. M., Petersen, K. J., Handfield, R. @& &agatz, G. L. (1998). Success
factors in strategic supplier alliances: The buyngpany perspective.
Decision Science29(3), 553-577.

Morgan, G. (1986)Images of organizatior. Thousand Oaks, CA.: Sage.

Morgan, Robert M. and Hunt, Shelby D. (1994). Thenmitment-trust theory of
relationship marketingJournal of Marketing, 58, 20-38.

Mowery, D. C., Oxley, J. E. and Silverman, B. $3996). Strategic alliances and
inter-firm knowledge transferStrategic Management Journa) 17
(Winter Special Issue), 77-91.

MTPDP. 2011.Medium term philippines development plan 200-200<
Retrieved March 20, 2011, from http://www.neda.gbvads/mtpdp/
mtpdp_partl.htm

Mulford, C. L. and Rogers, D. L. (1982). Defiomis and models. In D. L. Rogers,
and D. A. Whetten (Eds.nter-organizational coordination. Ames, IA:
lowa State University Press.

Murray, E. A. and Mahon, J. F. (1993). Stratedi@ances: Gateway to the new
Europe?Long Range Planning 26(4), 102-111.

Nahapiet, J. and Ghoshal, S. (1998, April). Samaaital, intellectual capital, and the
organizational advantagédcademy of Management Review23(2), 242-
266.

Narus, J. and Anderson, J. (1987). Distributartigbutions to partnerships with
manufacturersBusiness Horizons30, 34-42.

Negandhi, A. R. (1980). Inter-organization thedngroduction and overview. In

Anant R. Negandhi (Ed.)nter-organization theory (pp 1-14). Ohio:



257

The Comparative Administration Research Institdistributed by the
Kent State University Press.

Neter, J., Kutner, M. H., Nachtsheim, C. J., and8¢aman W. (1996)Applied
linear statistical models. Chicago: Irwine.

Neuman, W. (1997)Social research methods: Qualitative and quantitave
approaches(3® Ed.). Needham Heights, MA: Allyn & Bacon.

Newburry, W. and Zeira, Y. (1999). Autonomy arfigetiveness of equity
international joint ventures: A comparative anadysi Hungary and
Britain. Journal of Management Studies36(2), 263—-285.

Nohria, N. and Gulati, R. (1994). Firms and theivironment. In N. J. Smelserand
R. Swedberg (Eds)Handbook of economic sociologypp. 529-556).
Princeton: Princeton University Press.

Nooteboom, B., Berger, H. and Noorderhaven, N(1®97). Effects of trust and
governance on relational riskkcademy of Management Journal40(2),
308-338.

Norusis, M. (1993).SPSS for Windows: Professional statistit6.C. Englewood

Cliffs: Prentice Hall.

Nunnally, J. C. (1978)Psychometric theory (2nd Ed.). New York: McGraw-Hill.

Nunnally, J. C. and Bernstein, I. H. (1994sychometric theory (3rd Ed.). New
York: McGraw-Hill.

Ohmae, K. (1989). Managing in a borderless woHdrvard Business Reviey,
(May-June), 152-161.

Oliver, C. (1990a). The collective strategy framek: an application to competing
predictions of isomorphismAdministrative Science Quarterly, 33, 543-
561.

Oliver, C. (1990b). Determinants of inter-orgatianal relationships: Integration
and future direction. In B.M. Staw and L.L. CumigsnEds)Research
in organizational behavior (Vol.12 pp. 259-336). Greenwich, CT: JAI
Press.

Oppermann, M. and Chon, K. S. (1997). Convenpianicipation decision-making

process.Annals of Tourism Research 24(1), 178-191.



258

Osborn, R. N. and Hagedoorn, J. (1997, April) e Tistitutionalization and
evolutionary dynamics of inter-organizational altas and networks.
Academy of Management Journal40(2), 261-278.

Oshry, B. (2007).Seeing systems: Unlocking the mysteri of organizational life.
San Francisco: Berrett-Koehler Publishers, Inc.

Owen, S. (1998). Managing for sustainabilitg.Jamie Schnurr and Susan Holtz
(Eds),The cornerstone of development: Integrating enviromental,
social and economic policie§pp. 117-147). Ottawa: International
Development Research Center.

Owen-Smith, J. and Powell, W. W. (2004, Januatyr&ary). Knowledge networks
as channels and conduits: The effects of spillavéine Boston
biotechnology communityOrganization Science 15(1), 5-21.

Pablo, A. L. 1994. Determinants of acquisitiotegration level: A decision-making
perspective.Academy of Management Journgl37(4), 803-836.

Pallant, J. (2001)SPSS survival manual: A ste-by-step guide to data analys.
Buckingham: Open University Press.

Pallant, Julie. (2005)SPSS survival manual: A step by step guide to da
analysis using SPSS version 12" Ed). Buckingham: Open University
Press.

Pandey, Umesh. (2010, February 2Pjade between Thailand, VietnarBangkok
post. Retrieved February 5, 2011, from http://www.bangkast.com/
mail/33328

Park, S. H. and Russo, M. V. (1996). When comipetieclipses cooperation: An
event history analysis of joint venture failufdanagement Science
42(6), 875-890.

Parkhe, A. (1991). Inter-firm diversity, orgariomal learning and longevity in
global strategic allianceslournal of International Business Studies
22(5), 579-601.

Parkhe, A. (1993). Strategic alliance structurih@ame theoretic and transaction
cost examination of inter-firm cooperatioAcademy of Management
Journal, 36(4), 794-829.



259

Parsons, T. (1956, June). Suggestions for alsgotal approach to the theory of
organization.Administrative Science Quarterly, 1(1), 63-85.

Pedhazur, E. J. and Schmelkin, L. P. (199gasurement, design, and analysis
An integrated approach Hillsdale, NJ: Erlbaum.

Peers, I. (1996)Statistical analysis for education and psychologyesearcher.
Bristol, PA: Falmer Press.

Pekar, P. and Allio, R. (1994). Making allianeesrk-guideline for succesd.ong
Range Planning 27, 54-65.

Pennings, J. M. (1981). Strategically interdemgmarganizations. In P.D. Nystrom
and W.H. Starbuck (Edshandbook of organizational design(pp. 433-
455). London: Oxford University Press.

Perrow, Charles. (1990). Economic theories oapization. In Sharon Zukin and
Paul Dimaggio (Eds.Btructures of capital: The social organization of
economy(pp. 121-152). Cambridge: Cambridge UniversitysBre

Peteraf, M. (1993, March). The cornerstones afpetitive advantage: A resource-
based view.Strategic Management Journal 14(3), 179-191.

Pett, M. A., Lackey, N. R. and Sullivan, J. J. 2P Making sense of actor
analysis: The use of factor analysis for instrumentlevelopment in
health care research Thousand Oaks, CA: Sage.

Pfeffer, J. (1972, September). Merger as a resptimorganizational
interdependenceAdministrative Science Quarterly, 17(3), 382-394.

Pfeffer, J. (1981)Power in organizations. Marshfleld, MA: Pitman.

Pfeffer, J. (1997)New directions for organization theory. New York: Oxford
University Press.

Pfeffer, J. and Nowak, P. (1976). Joint ventamed inter-organizational
interdependenceAdministrative Science Quarterly, 21, 398-418.

Pfeffer, J. and Salancik, G. R. (1978he external control of organization: A
resource dependence perspectiveNow York: Harper and Row.

Phornsiri Manoharn. (2007Bpeech by Mrs. Phonsiri Manoharn, Governor of
Tourism Authority of Thailand at Thailand Travel MA RT 2008 +
Press conference Retrieved March 20, 2011, from



260

http://www.tatnews.org/ TTM2008/3819.asp

Pisano, G. and Teece, D. J. (1989). Collaboraiv@ngements and global
technology strategy: Some evidence from the tel@sonications
equipment industry. In R. Rosenbloom and R. Bungel (Eds.),
Research on technological innovation, management drmpolicy (Vol. 4
pp. 227-256). Greenwich, CT: JAI Press.

Podolny, J. M. and Page, K. L. (1998). Networnkfse of organizationAnnual
Review of Sociology?24, 57-76.

Porter, L., Steer, R., Mowday, R. and Boulian,(P974). Organizational
commitment, job satisfaction, and turnover amongpmtric technicians.
Journal of Applied Psychology 59, 603-609.

Porter, M. E. (1980)Competitive strategy. New York: Free Press

Porter, M. E. (1985)Competitive advantage: Creating and sustaining super
performance. New York: Free Press.

Porter, M. E. and Fuller, M. B. (1986). Coalitsoand global strategy. In M.E.
Porter (Ed.)Competitive in global industries(pp. 315-343). Boston,
MA: Harvard Business School Press.

Porter, R. H. (1987). Kin recognition: Functicared mediating mechanisms. In C.B.
Crawford, M. F. Smith and D. Krebs (EdSpciobiology and
psychology: Ideas, issues and applicatiofpp. 175-203). Hillsdale, NJ:
Lawrence Erlbaum Associates.

Post, J. E., Preston, L. E. and Sachs, S. (2608, Managing the extended
enterprise: The new stakeholder vie@alifornia Management Review
45(1), 6-28.

Powell, T. C. (2001, September). Competitive atlvge: Logical and philosophical
considerations Strategic Management Journa) 22(9), 875-888.

Powell, Walter W. (1990). Neither market nor hrehy: Network forms of
organization. In Barry M. Staw and L.L. Cummingsl§),Research in
organizational behavior (Vol.12 pp. 295-336). Greenwich, CT: JAL
Press.

Powell, Walter W. and Smith-Doerr, Laurel. (1994etworks and economic life. In



261

N. Smelser and R. Swedberg (Ed$andbook of Economic Sociolog
(pp. 368-402). Princeton, NJ: Princeton UniverBitgss.

Powell, W. W., Koput, K. W. and Smith-Doerr, L.9@6, March). Inter-
organizational collaboration and the locus of inetown: Networks of
learning in biotechnologyAdministrative Science Quarterly, 41(1),
116-145.

Powers, William T. (1973)Behavior: The control of perceptior. Chicago:

Aldine.

Provan, Keith G. (1982, June). Inter-organizaldimkages and influence over
decision making.Academy of Management Journal25(2), 443-451.

Provan, Keith G. and Milward, H. Brinton. (2001)o networks really work? A
framework for evaluating public-sector organizatibnetworks. Public
Administration Review, 61, 414-423.

Provan, K. G., Beyer, J. M. and Kruytbosch, C.8@,Qune). Environmental
linkages and power in resource-dependence relahetvgeen
organizations. Administrative Science Quarterly, 25(2), 200-225.

PSDR-LIPI. (2004).Tourism in Thailand: Its challenges and opportunities.
Jakarta: Research Center for Regional Resourcesatibeesian Institute
of Sciences.

Rao, Hayagreeva. (1994). The social construafaeputation: Certification
contests, legitimation, and the survival of orgatians in the American
Automobile Industry: 1895-1912Strategic Management Journal 15,
29-44.

Reed, R. and Defillippi, R. J. (1990, Januaryau€al ambiguity, barriers to
imitation, and sustainable competitive advanta§tategic Management
Journal, 15(1), 88-102.

Reid. W. (1964). Interagency coordination in dgliancy prevention and control.
Social Service Review38, 418-28.

Reuer, J. J. and Miller, K. D. (1997). Agencytsand the performance implications
of international joint venture internalizatiostrategic Management
Journal, 18(6), 425-438.



262

Reve, T. and Stern, L. (1986). The relationskapveen inter-organizational form,
transaction climate, and economic performance rtica inter-firm
dyads. In L. Pellegrini and S.K. Reddy (EdMgarketing channels:
Relationships and performancgpp. 75-102). Lexington: Lexington
Books.

Ricardo, D. (1817)Principles of political economy and taxatiol. London: Murry,

Rindova, V. and Fombrun, C. J. (1999, August)n€iaucting competitive
advantage: The role of firm-constituent interacsioBtrategic
Management Journal 20(8), 691-710.

Ring, P. S. and Van De Ven, A. H. (1992). Struotycooperative relationships
between organizationsStrategic Management Journal 13(7), 483-498.

Ring, P. S. and Van de Ven, A. H. (1994). Deveieptal processes of cooperative
inter-organizational relationshipgicademy of Management Reviewl9,
90-118.

Roberts, Joan M. (2004Alliances, coalitions and partnership: Building
collaborative organizations. Gabriola Island, BC, Canada: New Society.

Roberts, P. W. (1999, July). Product innovatmnoduct-market competition, and
persistent profitability in the U.S. pharmaceuticalustry. Strategic
Management Journal 20(7), 655-670.

Robins, J. A. (1987, March). Organizational ecoits: Notes on the use of
transaction cost theory in the study of organizeticAdministrative
Science Quarterly 32(1), 68-86.

Rogers, D. L. and Whetten, D. A. (1982ter -organizational coordination:
Theory, research, and implementation Ames: lowa State University.

Rowley, T. J. (1997). Moving beyond dyadic tidsnetwork theory of stakeholder
influences. Academy of Management Review22(4), 887-910.

Rowley, T. J. and Moldoveanu, M. (2003, April). h&h will stakeholder groups act?
An interest-and identity-based model of stakehotpeup mobilization.
Academy of Management Review28(2), 204-219.

Ruekert, R. and Walker, O. (1987). Marketingteniaction with other functional

units: A conceptual framework and empirical evidendournal of



263

Marketing, 51, 1-19.

Rule, E., Ross, N. and Donougher, M. (1999). iBgahe odds: Making a strategic
alliance succeeds?harmaceutical Executive (January), 78-83.

Salkind, N. J. (1997)Exploring research (3 Ed.). Upper Saddle River, NJ:
Prentice Hall.

Salter, Malcolmand Weinhold, Wolf A. (1979Qiversification through
acquisition: Strategies for creating economic valueNew York: Free
Press.

Sankar, C., Boulton, W., Davidson, N. and Snyder(1895). Building a world-class
alliance: The universal card-TSYS cageademy of Management
Review, 9(2), 20-29.

Saparito, P. A., Chen, C. C., and Sapienza, H2004, June). The role of relational
trust in bank-small firm relationshipg\cademy of Management
Journal, 47(3), 400-410.

Saunders, M., Lewis, P. and Thornhill, A. (200Research methods for busines
students(4" Ed). London: Prentice Hall.

Saxton, Todd. (1997). The effects of partner r@tationship characteristics on
alliance outcomesThe Academy of Management Journgl40(2),
Special Research Forum on Alliances and Netwok3;461.

Schermerhorn, John R., Jr. (1975, December). ré@tants of inter-organizational
cooperation.Academy of Management Journal 18, 846-856.

Schmidt, S. M. and Kochan, T. A. (1977). Integamizational relationships:
Patterns and motivation®ddministrative Science Quarterly, 22, 220-
234.

Schoorman, F. David, Bazerman, Max H. and Atkinhb&0bS. (1981, April).
Interlocking directorates: A strategy for reducemyironmental
uncertainty. Academy of Management Review6(2), 243-251.

Schuler, R. S. (1979). A role perception trarisael process model for
organizational communication-outcome relationshrgianizational
Behavior and Human Performance 23, 268-291.

Schumpeter, J. (1942Fapitalism, socialism, and democrac. New York: Harper.



264

Scott, S. V. and Walsham, G. (2005, May-June).c&e&eptualizing and managing
reputation risk in the knowledge economy: Towaigltable action.
Organization Science 16(3), 308-322.

Scott, W. Richard. (1987)Organizations: Rational, natural, and open systen
(2nd Ed.). Englewood Cliffs, N.J.: Prentice-Hall.

Scott, W. Richard. (2003)Organizations: Rational, natural, and open systenr
(5th Ed.). Englewood Cliffs, N.J.: Prentice-Hall.

Seqil, L. (1998). Strategic alliances for thetadntury. Strategy and leadershi,
26(4), 12-16.

Selin, S. and Beason, K. (1991). Inter-organizeti relations in tourismAnnals of
Tourism Research 18(4), 639-652.

Selltiz, C., Wrightsman, L. S. and Cook, S. W. 18P Research methods in socit
relations. New York: Holt, Rinehart & Winston.

Semadeni, M. (2006, February). Minding your dis&a How management
consulting firms use service marks to position cetitipely. Strategic
Management Journal 27(2), 169-187.

Senge, Peter M. (1990T.he fifth discipline: The art and practice of the karning
organization. New York: Doubleday Currency.

Shamdasani, P. N. and Sheth, J. N. (1995). Aeraxental approach to
investigating satisfaction and continuity in markgtalliances.European
Journal of Marketing, 29(4), 6-23.

Sharfman, M., Gray, B. and Yan, A. (1991). Thateat of inter-organizational
collaboration in the garment industry: An institutal perspective.
Journal of Applied Behavioral Sciences27(2), 181-208.

Shaw, J. D., Duffy, M. K., Johnson, J. L. and LaakhD. E. (2005, August).
Turnover, social capital losses, and performaesademy of
Management Journal 48(4), 594-606.

Sheth, J. N. and Parvatiyar, A. (1992). Towartseary of business alliance
formation. Scandinavian International Business Reviewl(3), 71-77.

Skinner, S. J., Gassenheimer, J. B. and KelleW.§1992). Cooperation is supplier
dealer relationshipsJournal of Retailing, 68(2), 174-193.



265

Smith, G. and Nagle, T. (1995). Frames of refezeartd buyers’ perception of price
and value.California Management Review 38 (1), 98 — 116.

Smith, K., Carroll, S. and Ashford, S. (1995)trdrand inter-organizational
cooperation: Toward a research Agendaademy of Management
Journal, 38(1), 7-23.

Sobrero, M. and Roberts, E. B. (2001, April). Trele-off between efficiency and
learning in inter-organizational relationships pooduct development.
Management Sciencgd7(4), 493-511.

Somnath, D., Pradyot, K. S. and Sengupta, Safij#98). Impact of strategic
alliances on firm valuationThe Academy of Management Journgl41,
27-41.

Sparrowe, R. T., Liden, R. C., Wayne, S. J. andriiea, M. L. (2001, April). Social
network and the performance of individuals and gsowcademy of
Management Journal 44(2), 316-325.

Spekman, R. and Sawhney, K. (1995). Toward aemnal understanding of the
antecedents of strategic alliances. In D. Wilsoth @. Mollen (Eds).
Business marketing: An interaction and network perpective (pp. 157-
192). Boston, MA.: Kent Publishing.

Stafford, E. R. (1994). Using co-operative sgyas to make alliances work.ong
Range Planning 27(3), 64-74.

Stem. R. (1979). The development of an inter-omgdional control network.
Administrative Science Quarterly, 24, 242-266.

Stern, Louis. W. and Kaufmann, Peter. J. (1983¢ctEonic data interchange in
selected consumer goods industries: An inter-orgdioinal perspective.
In Buzzell, R.D. (Ed)Marketing in an electronic age(pp. 52-73).
Boston: Harvard Business School Press.

Stern, W. L. and Reve, T. (1980). Distributiorachels as political economics: A
framework for comparative analysidournal of Marketing , 44, 52-64.

Stevens, J. P. (2002Applied multivariate statistics for the social sciaces (4th
Ed.). Mahwah, NJ: Lawrence Erlbaum Associates.

Suddaby, R. and Greenwood, R. (2005, March). drival strategies of legitimacy.



266

Administrative Science Quarterly, 50(1), 35-67.

Sundaram, A. K. and Inkpen, A. C. (2004, May- Jurighe corporate objective
revisited. Organization Science 15(3), 350-363.

Szulanski, G., Cappetta, R. and Jensen, R. J.4]200hen and how trustworthiness
matters: Knowledge transfer and the moderatingefiecausal
ambiguity. Organization Science 15(5), 600-613.

Tabachnick, B. G. and Fidell, L. S. (200@)sing multivariate statistics. New
York: Harper Collins.

Tabachnick, B. G. and Fidell, L. S. (2001)sing multivariate statistics (4th Ed.).
Needham Heights, MA: Allyn and Bacon.

Tabachnick, B. G. and Fidell, L.S. (2000)sing multivariate analysis (5th Ed.).
Needham Heights, MA: Allyn & Bacon.

TAT. (1998, October). Set up courses for hotelstdy to train their employees.
Tourism Business Magazine9, 10-12.

TAT. (2004). Tourism statistics. Retrieved March 20, 2011, from
http://www?2.tat.or.th/stat/web/static_index.php

TAT. (2007). E-brochure CD-ROM. Promotional Material, Production Division,
Marketing Service Department, Tourism AuthorityT¢failand.

TAT. (2010). Tourism statistics. Retrieved March 20, 2011, from
http://www?2.tat.or.th/stat/web/static_index.php

TAT. (2011). Tourism Authority of Thailand . Retrieved March 20, 2011, from
http://www.tourismthailand.org/

TAT news. (2001).TAT, VNAT to strengthen tourism partnership. Retrieved
March 16, 2011, from http://www.ryt9.com/es/prg/227

TAT-HCMC. (2011). Tourism Authority of Thailand -TAT Office in Ho Chi
Minh City , Vietnam. Retrieved March 20, 2011, from
http://www.tourismthailand.org.vn/

Teece, D. J. (1992). Competition, cooperation,iandvation: Organizational
arrangements for regimes of rapid technologicafjss. Journal of
Economic Behavior and Organization 18(1), 1-25.

Thomas, K. W. (1976). Conflict and conflict maeagent. In M. D. Dunnette (Ed.),



267

Handbook of industrial and organizational psycholog' (pp. 889-935).
New York: John Wiley & Sons.

Thompson, J. D. (1967)0rganizations in actior. NY: McGraw-Hill.

Thorelli, H. B. (1986, January-February). Netwsrketween markets and
hierarchies.Strategic Management Journaj 7(1), 37-51.

Trang, Ngoc. (2010). Promoting Vietnam-Thailaraliism Tie. Vietham Chamber
of Commerce and Industryietnam Business Forum Retrieved 20
March, 2011, from
http://www.vccinews.com/news_detail.asp?news_id8200

Trist, E. L. (1983). Referent organizations amel development of inter-
organizational domainsduman Relations 36, 269-284.

Tsai, W. and Ghoshal, S. (1998, August). So@&aital and value creation: The role
of interfirm networks.Academy of Management Journal41(4), 464-
476.

Tushman, M. L. and Nelson, R. R. (1990, Marcmtrdduction: Technology,
organizations, and innovatiolAdministrative Science Quarterly, 35(1),
1-8.

Ulrich, D. and Barney, J. B. (1984, July). Pertpe in organizations: Resource
dependence, efficiency, and populatigkcademy of Management
Review, 9(3), 471-481.

UNESCO. (2011)World heritage convention, Vietnan. Retrieved March 20,
2011, from http://whc.unesco.org/en/statesparties/v

Uzzi, B. (1996, August). The sources and consecgseof embeddedness for the
economic performance of organizations: The netvefiidct. American
Sociological Review61(4), 674-698.

Van de Ven, A. (1976). A framework of organizat@ssessmentcademy of
Management Review 1, 64-78.

Van de Ven, A. (2005, June). Running in packeawaliop knowledge-intensive
technologies.MIS Quarterly , 29(2), 365-378.

Van de Ven, A. H. and Ferry, D. L. (198Wleasuring and assessin

organizations New York: John Wiley & Sons, Inc.



268

Van de Ven. A. H., Walker. G. and Liston. J. (197@pordination patterns within an
inter-organizational networkHuman Relation, 32, 19-36.

Van Vught, F. A. (1997). Using policy analysis &trategic choices. In M. W.
Peterson, D. D. Dill and L. A. Mets (EdsPlanning and management
for a changing environment: A handbook on redesigmig
postsecondary institutions San Francisco: Jossey-Bass.

Vietnam National Administration of Tourism (VNAT)2010). Vietnam National
Administration of Tourism . Retrieved December 20, 2010, from
http://www.viethamtourism.gov.vn/

Vietnam National Administration of Tourism (VNATY2011a). Tourism
Information Technology Center. Retrieved March 20, 2011, from
http://www.viethamtourism-info.com/

Vietnam National Administration of Tourism (VNATY2011b). Tourism statistic.
Retrieved February 5, 2011 from http://www.vietnaartsm.gov.vn/
index.php?cat=202035&itemid=8856

Vietnam National Administration of Tourism (VNAT)2011c). Vietham tourism
news Retrieved March 20, 2011, from
http://www.viethamtourism.com/e_pages/news/indgx.as

Vyas, N. M., Shelburn, W. L. and Rogers, D. C. 980 An analysis of strategic
alliances: Forms, functions and framewoilkhe Journal of Business &
Industrial Marketing , 10(3), 47.

Walker, G. and Weber, D. (1984, September). Adaation cost approach to make-
or-buy decisions Administrative Science Quarterly, 29(3), 373-391.

Walter, G .A. and Barney, J. B. (1990). Managenodjectives in mergers and
acquisitions.Strategic Management Journa) 11, 79-86.

Weaver, D. B. (1998)Ecotourism in the less developed wor. New York: CAB
International.

Weick, K. E. (1976). Educational organizationdaasely coupled systems.
Administrative Science Quarterly, 21, 1-19.

Weisberg, H. F., Krosnick, J. A. and Bowen, B. @996). An introduction to
survey research, polling and data analysi€3rd Ed). Thousand Oaks,



269

CA.: Sage.

Weiss, Janet A. (1987). Pathways to cooperatioong public agencieslournal of
Policy Analysis and Management7(1), 94-117.

Wernerfelt, B. (1984, April). A resource-basedwiof the firm. Strategic
Management Journal 5(2), 171-180.

Whetten, D. A. (1981). Inter-organizational redat: A review of the fieldJournal
of Higher Education, 52(1), 1-28.

Whetten, D. A. (1987). Growth and decline processerganization Annual
review of sociology Palo Alto, CA: Annual Review.

Whetten, David A. and Szwajkowski, Eugene. (19%lational variables in
inter-organizational relations: Conceptual and metlodological issues,
working paper. lllinois: College of Commerce and Business
Administration, University of lllinois, Champaighl|.

Williamson, O. E. (1975)Markets and hierarchies. New York: Free Press.

Williamson, O. E. (1979, October). Transactiostaaconomics: The governance of
contractual relationsJournal of Low and Economics 22(2), 233-261.

Williamson, O. E. (1981, November). The econonaiterganization: The
transaction cost approacmerican Journal of Sociology 87(3), 548-
576.

Williamson, O. E. (1985)The economic institutions of capitalism: Firms,
markets, relational contracting. New York: Free Press.

Williamson, O. E. (1991a, June). Comparative ecaic organization: The analysis
of discrete structural alternativeAdministrative Science Quarterly,
36(2), 269-296.

Williamson, O. E. (1991b, Winter). Strategizimgonomizing, and economic
organization.Strategic Management JournaJ 12(Special issue), 75-94.

Williamson, Olver E. and Ouchi, William G. (1981)he markets and hierarchies
program of research: Origins, implications, prospedn Andrew Van de
Ven and William F. Joyce (EdsPBerspectives on organization design
and behavior (pp. 347-370). New York: John Wiley and Sons.

Wolfe, R. A. (1994, May). Organizational innowati Review, critique and



270

suggested research directiafournal of Management Studie, 31(3),
405-431.

World Bank. (2010).World Bank (WB)’s report at Consultative Group (CG-
2010) meeting held on December MRetrieved March 17, 2011, from
http://viethambusiness.asia/viethams-inflation-@5pct-in-2010-world-
bank-says/

WTO. (1991). Tourism development master plan, socialist republiof Vietnam.
Madrid: World Tourism Organization and UNDP.

Wyatt, D. K. (1988).Thailand: A short history. Chiang Mai: Silkworm Books.

Yli-Renko, H., Autio, E. and Sapienza, H. J. (2D0%ocial capital, knowledge
acquisition, and knowledge exploitation in younghteology-based firms.
Strategic Management Journaj (June-July), 587-613.

Zaheer, A. and Bell, G. G. (2005, September). eiéng from network position:
Firm capabilities, structural holes, and perfornearstrategic
Management Journal 26(9), 809-825.

Zucker, L. G. 1987. Institutional theories of angzation. Annual Review of
Sociology 13, 443-464.



APPENDICES



APPENDIX A

QUESTIONNAIRE (ENGLISH VERSION)



QUESTIONNAIRE SURVEY ON CO-OPERATIVE
RELATIONSHIPS BETWEEN VIETNAMESE TRAVEL
COMPANIES WITH THAI PARTNERS

---000---

First of all, we would like to thank you very muébr your time answering
this questionnaire and providing contributive swgges for our study. The
information you provide will be kept confidentiaié only used for studied purposes.
To express our sincere thanks, we would like terofiou, who spend time to fill in
this questionnaire and send it back to the offic@aurism Authority of Thailand in
Ho Chi Minh City, 3 valuable gifts1(000.000VND, 750.000VND, 500.000VND)
and 10 other gifts of the office of Tourism Authority of Thailand iHo Chi Minh
City. Please provide us your email and phone numbe

Email: oo TRl

1. What is your job position? (We prefer only fbbowing positions to participate
in our survey). Please give a tiok)(in front of the position that’'s appropriate to
you.

O Director/Deputy Director of the company

O Chief of marketing and market development depamtm

O Deputy Chief of marketing and market developnusgartment

O Staff in charge of marketing and market develapni@mall companies)
2. Where is your company located?

Province/City: .......oovoviiiiiiiiinn.
3. In total, how many staff does your company eaypl

Full time staff: ......... Part time and contract &taf.......
4. How old is your company? Number of years: ..........
5. How long has your company had a relationship the partner in Thailand?

Number of years: .....................
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6. To what extent do you agree with the follogvetatements about the co-
operative relationship that your company has witntravel partner in Thailand?
Please give your score ranging from 1 to 5 in ddahk box on the left side column
(1 = strongly disagree, 2 = disagree, 3 = neudral agree, 5 = strongly agree).

Marketing supports from the relationship Score

We don’t receive cooperative advertising suppamfour partner ..............

We receive promotional support (brochures, leafletts) from our partner....

We don’t receive off-invoice promotional allowandesm our partner .........

We receive new source of customers from our partner.......................

We can’t diversify our tourist products and sersitierough our partner........

Overall, we are satisfied with the marketing supp&om our partner .........

Financial benefits of the relationship Score

We obtain more profit on sales from our travelpart............................

We don’t receive appropriate commission levels faum partner ...............

We can reduce costs of inputs from our parner ..ece..coooooveiiiiiiiennnn.

We can’t reduce market and tour research and dewelot cost ................

We get a new source of revenue from our Parner .......cocovevennn...

Overall, we are satisfied with the financial betsefjained from the relationsh

P

Business success of the relationship Score

We increase total sales from our partner ..............ccovveevvn e e eenen

We don’t have a profitable business relationshifhwur partner ...............

We see potential benefits including more sales foaimpartner in the future..

We have more opportunities of other businesses .....cccceceiiiiiiiinin.

Overall, we are satisfied with the profit gainednfr the relationship .............

Relationship performance satisfaction Score

We have become more productive ..........ccevvieiiiie i ..

We obtain more customers’ satisfaction for our igiyproducts and services.}.

We don’t improve our product and service perfornganc......................

Our properties/facilities are compatible with treeds of partner’'s customers..

We don’t achieve our goals of expansion to a newketdahrough partner.....

Overall, we are satisfied with having a relatiopshith the partner..............
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Overall success of the inter-organizational relatioship

Score

Our partner isn’t an excellent travel company tddsiness with................

Our time and effort spent in developing and mamtey the relationship with

the partner has been worthwhile ...

We don’t feel more powerful and confident in thesitist market.................

All our goal setting for this relationship have beaet.............................

Overall, we are completely satisfied with the rielaship as a whole............|

Trust toward the relationship

Score

We trust our partner's deCiSIONS. ... ...oui vt e e e enas
We feel that our relationship isn’t marked by aagtearmony.....................
We believe that our partner always brings benéditss............................
We believe that our partner always does the righttfor the relationship.....
We feel that our partner doesn’t have high intggrgnesty.......................
We think that our partner has good prestige..........c.oovvvt commmm ceeveeennnns
We feel that our partner doesn’t have great capybil............................
We believe that we’ll not have a long-term relasibip with our partner.........

Overall, we highly trust our parner............coooo i e e

Commitment to the relationship

Score

We are not very committed to continuing the relstop...........................
We intend to maintain the relationship indefinitely...............................
The relationship deserves our maximum effort tontaan it.......................
We don’t have a strong sense of loyalty to thigalgartner ......................
We’'ll try harder to improve and develop this redaship...........................

Overall, we will continue the relationship..............cooviveve i,

Interdependencein the relationship

Score

If we wish, we can easily switch to another trgvattner..........................
If our partner wishes, it can also easily switclatother travel company.......
Both parties don’t have equal rights in all aspeétslanning and decision
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We are strongly controlled by our partner ................co v v ceeenennn
Both parties are not equally interdependent .............cccciiiiiiiiinnn.
Overall, both parties enjoy an interdependentitahip .........................

Coordination of the relationship

Score

Our activities with the travel partner aren’t wedlordinated .....................
We plan and schedule the sales with our travehpawell ......................
Our partner’s activities with us aren’t well coardted ...........................

We plan and schedule tours and services with auetpartner well ..........

We meet and discuss tours and services with oueltpartner when needed.

We don’t fairly divide tasks between partners.........coeceveiieiiiinnann ..

We don’t have a representative of each side for@ationship..................

We help our travel partner whenever and/or whatéhey ask....................

Our travel partner helps us whenever and/or whateeeask.....................

Overall, we are satisfied with the current coortloraof the relationship.......

Communication in the relationship

Score

Communication between us isn't timely, adequatd,@mplete..................

We share accurate and credible informationtoesiodr...........................

We always provide honest information to each other..........................

We always share relevant information to each ather..........................

We don’t use an open-line communication for ouatiehship...................

We often exchange strategic and important busiméssnation to each other,

Our relationship always has a systematic availgloli information..............

Our communication channels arent diVerSe.........oovv oo e

Overall, we are satisfied with the communicationhe relationship..............

Participation in the relationship

Score

We provide advice and counsels to our travel partne.........................

We don’t seek advice and counsels from our trasgher ........................

We don’t encourage contributive suggestions to @dleér..........................

Both sides have competent abilities..............cccooeii i e

Both sides don’t play significant role..............ccoo i,

Both sides don’t take equal responsibility..............ccoceiii
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Both sides take part in decision and goal formafati..............................

Both sides take part in decision making processes...........coeoveveeenvennen.

Overall, both sides actively participate in that@nship..........................

Formalization in the relationship

Score

We have clear prescriptions and distributions sk$ebetween partners....... .

We don’t have clear routines for safety trainingldoth partner’'s employees.|

We have working procedures and training for bottngais’ employees.........

Both sides don’t provide standardized tourist patgand services............. .

Both sides employ qualified tour guides...............cooiv it e e,

Overall, the information routines between partregesvery clear.................

Flexibility in the relationship

Score

Both sides of relationship aren’t flexible in resge to requests for changes...

Both sides are expected to be able to make adjustnrethe ongoing

relationship to cope with changing circumstances .............ccocevvveenn ..

When some unexpected situation arises, both pavbesd rather work out a

new deal than hold each other to the original terms............................

We use proactive management for special needsxaegptons of relationship

Both sides have the ability to handle changing ireguents from each other..

Both sides don’t have the ability to respond tcechye requests................ .

Overall, we are flexible in dealing with change®ur relationship...............

Constructive conflict resolution techniques

Score

We try to avoid creating issues/problems ..............ccccoiiiieii i,

One party tries to be persuasive to the other .....eevee i,

Both sides don't always try to solve problems tbget............................

Our problems are mediated by an outsider partner..........................

Our partner lets us dominate/control over the i@hship...........................

We let our partner dominate/control over the relahip...........................

We don’t try internal resolution ..............cooiiiiiiiii i e e

Overall, we are satisfied with our conflict resadut used in the relationship..|

Importance of the relationship

Score

It's important because we gain marketing suppodsifour partner.............. :
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It isn’t important because we don’t gain finandahefits from the relationship

It's important because we can expand our markeutfir our partner...........

-

It's important because we can sell more tours andces through our partne

It isn’t important because we don’t enjoy cost r&ehn from the relationship

It's important because we are doing business withrapetent partner.........

Organizational compatibility Score

Our company’s goals and objectives aren’t consistéth those of partner’s.

Both directors have similar operating styles............ccooeeieiiii s

Products and services of both sides are somewhdési.........................

Products and services of both sides have the saaigyg........................

The markets of both sides are not Similar............o.o e,

Our company’s tourists and the partner’s don’'t hsia@lar characteristics.....

Overall, both sides of our relationship are conipatwith each other...........

7. How often does your company interact with ywavel partner in Thailand? Please
give your score ranging from 1 to 5 in each blaak bn the left side column (1 = not

at all, 2 = seldom, 3 = sometimes, 4 = often, ®ry\often)

Frequency of interaction Score

We frequently send tourists to our travel partnet.............................

We frequently receive tourists from our partner w..e.....cooveeveeveininnn..

We frequently have meetings/visits between partners.......................

We frequently contact our partner by phone, enragrnet, fax ................

Both sides frequently help each other with othevises (e.g. airline booking,

hotel reservation, museum, theater, etc.) ...............ccceveennnn.
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8. What are your further comments for developingcessful cooperation between
the Vietnamese and Thai tourism industry in genexall between travel

companies of the two countries in particular?

Thank you very much for your time and cooperation.

We wish you good luck!



APPENDIX B

QUESTIONNAIRE (VIETNAMESE VERSION)



BANG HOI VE QUAN HE HQP TAC GIUA CAC CONG TY
DU LICH L U'HANH CUA VIET NAM VA THAI LAN

Loi dau tién, ching tdi chan thankm on qui anh/chda danh thi giandé tra
loi bang hdi va déng gop ¥ kén cho nghiéu ¢u cia ching téi. Théng tin ma qui
anh/ch cung ép $ duoc giit kin va ch sir dung cho mic dich nghién 6¢u. Bé bay
s cam on toi qui anh/ch, chang téi tran tmg gdi taing 3 pln quadic biét co gia ti
(1.000.00046ng, 750.000d6ng, 500.000d6ng) val0 phan qua khac caa vin phong
phéat trén du ich Thai Lan 4 TP.HCM i cac anh/chtham gia t& 16i bang hoi va
goi lai cho chang t6i. Xin cungép dia cH email & ching t6i lién dc qui anh/ch

nhan qua: Email:.............oocooii el

1. Vitri cdng tac ¢a anh/chla gi? (Chung téi mong nba duoc cac v tri sauday
tham gia vao obc khao sat). Vui longtanh diu (v) vao ndt vi tri cong tac phu
hop vai anh/ch.

O Giamdbc/Pho giamibe aia cong ty

O

Traong phong qgéng cdo tEp thi va phat tén thi truong
O Phé teong phong qang céo tp thi va phat tén thi truong
O Nhan vién ging céo tp thi va phat tén thi treong (cong ty nh)
2. Cong ty ¢a anh/chtoa lac & dau?
Tinh/Thanh ph: .....oovviiiieee .
3. Cobng ty aa anh/cihco bao nhiéu nhan vién?
Nhan vién lam toan thgian: ...... Ban thi gian va lwp dong: ......
Céng ty @a anh/chhaat dong duoc bao nhiéuim? $ nam: ..............
Céng ty @a anh/chco mbi quan 1§ hop tac \6i dbi tdco Thai Landuoc bao

nhiéu m? SNAM: oo,
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6. Mac do ddng y aia anh/chnhu thé ndo \6i nhitng khing dinh sautay v mdi

quan & hop tac ma cong tyim anh/chdang co6 i ddi taco Thai Lan? Xin vui

long chodiém tir 1 dén 5 vao tng 6 téng ¢ cot bén phi (1 = rit khéngddng y, 2

= khoéngdong y, 3 = trungdp, 4 =dong y, 5 = ht dong y)

Sw hd tr¢ quang c&o &r mdi quan hé hop tac Piém
Chung tdi khong nin dugc hd tro quang A0 tr ddi tAC .......oevvveeeee e,
Chung tdi nAn dugc hb tro (brochures,d roi, trung bay, v.v.)& ddi tac ..............
Chung tdi khdng rin duoc tién hd tro khi quang cdo chadi tac ..........cceeeeee.. ..
Chung tdi nAn duoc ngn KhAch ndi tir d0i tAC ....oovvveevie e e
Chung tdi khong thda cing sin prim va dch w du lich théng quaéi tac ...........

NGi chung, chiing t6i hai Iongysu hd tro quang cao i ddi tAc ...........eeveeenn...

CAc loi ich tai chinh tir méi quan hé hep tac piém
Chung toi c6 thémpi nhuan tir viéc ban én ptam va dch wi choddi tac ..............
Chung tdi khdng rin duoc tién hué Bng trongang tr phiaddi tac ....................
Chung tdi c6 th giam chi phidau vao thong qUaSI tAC ............ccceevvvvvevieeenn,
Chung t6i khéng thgiam chi phi nghiénieu va phat tén thi truong ..................
Chung t6i c6 ngdn thu NP MGi tir d0i tAC ......oovvvve it e,

NGi chung, chiing téi hai longylgi ich tai chinhdat dugc tir méi quan K¢ hop tac.

Sw thanh cbng trong kinh doanh piém
Chung toi giaing doanh & ban hang thdng quibi tAC ..........ccvvveeevveeriiineennns

Méi quan I& kinh doanh ¢a chang toi ¥i ddi tac khdng mangal loi nhuan ..........
Chung t6i thy duoc loi ich tiém ning tr d6i tAc trong tong 1ai ...........ccoevvenneee.
Chung t6i c6 thémachoi kinh doanh Kh&c ...,

NGi chung, chiing téi hai 1ongloi nhuan dat duoc tir mdi quan k¢ hop tac ...........

Sw thanh coéng trong viéc thuc hién moi quan hé hep tac piém

Chang toi th NEN CO BNG XUAL NOM ......vvv ettt e e eee s

San phim va dch w caa ching tdi nin dugc ar hai 10ng @a du khach nku hon ...

Chung tdi khdng a thién dugc ar thé hién sin ptim va dch wi caa minh ............]

Trang thét bi caa ching t6i phudp voi nhu du khach hangi@addi tac ...............

Chung tdi khdngtat duoc muc tiéu no rong th truong théng quadi tac ..............

NGi chung, chiing t6i hai Iongméi quan 1§ hop tac \6i ddi tac .......................




283

Sw thanh céng Hng thé ciia mdi quan hé hep tac

Piém

Déi tac aia chang tdi khong gila mot cong ty duich tuyét voi dé hop tac laman ..
Thoi gian va B luc aia chang téi b radé duy tri va phat téin mbi quan 1§ véi doi

TAC T XINGAANG ..ottt e e e e e e
Chung tdi khéng @m thiy manh 1&n vai tin hon vai thi truong du ich nay ..........
Chung téidat dugc tt ca cac muc tiéu ky vong o mbi quan & hop tac .................

Mot cach éng the, ching tdi hoan toan hai Iongivméi quan & hop tac nay .........

Swr tin cay vao mbi quan hé hep tac

Piém

Chung toi tin tong vao cac quit dinh 1adoi tAC ........eeeeeeeeee e

Chung tdi khdng tin i quan k& caa chidng tdi cowhai hda cao........................ .

Chung toi tin #ng ddi tac luén mangai loi ich cho ching toi ...............ccevvvenn.e.. .

Chung t6i tinddi tac ludn lam nfing diéu dangdin cho ndi quan 1§ hop tac...........
Chung ti khong tiddi tAc co & liém chinh/tinh trung thc cao ........................
Chung toi tin ANgddi tAC CO UY tINGL .....ovvv i e,

Chung tdi khdng tirddi tAC COAT NANG IIC ....vvve e,
Chung tdi khong tinsco mbi quan 1§ hop tac lau dai &i dditac ...
N6i chung, ching téi tindng nhiu vaoddi tac dia ching toi .............ccoeeveenen...

Sw tan tAm doi véi moi quan hé hop tac

Piém

Chung tdi khdngan tam hm trong véc tiép tuc moi quan [ hop tac ...................
Chung tdi ar dinh duy tri ndi quan & hop tac vo thi han................coccoeeeennn,

Chung t6i B lrc hét minhdé duy tri mbi quan B NAY ......coovvvvviiiiiice e
Chung t6i khdng c6 y trung thankivddi tAc dulch NAY .....cocevveeeeieiiee e,
Chung tdi 6 ging nhEu hon dé cai thién va phéat tdn mdi quan B nay ................

NGi chung, chiing téigstiép tuc mdi quan | hop tAC NAY .....vvvvvv e,

Sw phu thugc twong déi trong mdi quan hé hep tac

Piém

Néu chiing téi man, chang téi co thdé dangdéi sangddi tac du Ich khac ...........
Néu ddi tac aia ching téi méin, ho c6 thé d& dangddi sang cong ty dudh khac .....
Hai bén khéng c6 ngang giryVvé 1ap ké hoach va quit dinh trong moi linh wre.....

Chung tdi kém soatddi tAC @1a ChUNG O] ... ..vvvve e e e e
Chang tdi B d6i tAC KM SOAL ... oevveieiie e e e e e

Hai bén khéng @ing nhau ¢ mic do phy thudc trong ddi ..........oeeeeeeeeenieein.s.
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N6i chung, hai bén cargphu thusc [an nhau trong @i quan 1§ hop tac ................

Sw diéu phéi cia mdi quan hé hep tac

Piém

Céc hat dong aia ching t6i vi d6i tac khéngduoc didu phdi tot ..........eeveeee...
Chung toi ip ké hoach ban 8n ptam du ich Wi d6i tAc Bttt .............evveeenn.ee.
Céc hat dong aia ddi tac Wi chiing toi khéngtuoc diéu phdi tot .....................

Chung toi &p ké hoach céc tugn va dch wi du lich wi di tAc t tot .................

Chung tdi gp g va thio luan vé cac tugn va dch wi véi ddi tac khi @n thiét .......
Chung tdi phan chia congéd giira hai bén it cach khéng congang ................
Chung tdi khdng cdai dién cia mbi bén cho i quan 1§ hop tAc ......................
Chung toi gitpid ddi tAc kit cr khi ndo va/hac bt cir didu gi bp yéu éu ............
Déi tAc gilipdd chang t6i At cir khi ndo va/hac bit cir diéu gi ching t6i yéuau ...

NGi chung, chiing t6i hai Idongé\sr diéu phdi hién tai caa mbi quan 1§ hop tac .......

Thong tin lién lac aia méi quan hé hep tac

Piém

Thong tin lién 4c gita chdng t6i khongik thoi, day du, vaton ven ...................

Chung tdi chia&théng tin chén xac vatin @y cho nhau ...........cccccoeeevineeennn...
Chung ti lubn cungip thong tin trung thic cho NhaU ............ovvvvviieiiieeeieee,
Chang t6i ludn chiaésthéng tin phubpchonhau ...
Chung tdi khdngis dung e thdng théng tin liéndc mo rong cho noi quan | ........

Chung toi throng traoddi thdng tin chén lugc va kinh doanh quanoing cho nhau ..
Méi quan 1§ caa chang tdi lubn® c6 ot hé thong thdng tin liéndc ..................
Cac kénh thong tinta ching téi knbnga cing ..o,

N6i chung, chiing téi hai longywthong tin lién hc cia mbi quan k& hop tac ..........

Sw tham gia vao ndi quan hé hep tac

Piém

Chung t6i cung4p 161 khuy&n vadr van choddi tAC .......cevvvveeeeee e,

Chung tdi khdng tim Kim 10i khuy@n vad van tir d6i tAC ........vveeeeeiee e

Chung tdi khdng khudn khich nling y kién mang tinh xayehg cho nhau ........... .

Ca hai b&ndéu cO ANg rC A hoP tAC ....evvve e,
Ca hai béndéu khéngdéng vai tro quan tng trong néi quan k& hop tac ...............

Hai bén khéng clu trach nlim ngang nhau ...,

Hai bén cung tham gia vao cac uginh va hinh thanh cacuutiéu ..................

Hai bén cung tham gia vao cac qua trinh&dinh .............c.coooeieeeeie,
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N6i chung, hai bén tichye tham gia vao 6i quan 8 hop tAc ..........ccceevvvvennnn.e.

Sw hinh thirc hoa dia méi quan hé hep tac

Piém

Chung t6i co 8 md & va phan chia congéa rd rang gia haibén .....................
Chung tdi khdng c6 quy trinté\nuan luyén an toan cho nhan viéaa hai bén ......]
Chung tdi ¢ quy trinh 1am & va hdn luyén nghép vu cho nhan viénia hai bén..
Hai bén khéng cungip cac én phim va dch wi du lich chdin ..........................
Hai béndéu tuyén dung cac lxdng din VIEN COBNG GP ....oevvveeiee e,

NOi chung, cac quy trinh thong tinigi hai bén lardrang ...........cccooviienann s

Tinh linh hoat cia mdi quan hé hep tac

Piém

Hai bén khong linh hd trong ptan hoi nhitng yéu @u thaydoi ..............ccccceeve....
Hai bén trongloi co thé diéu chinh mbi quan & hop tac nfim ddi phé Wi nhiing
NN AONG ThAYAS ... e e e e et e e e
Khi mét sb tinh hibng khdng mongioi xay ra, hai bén ciing nhau tim radmg gii
quyét mai thay Vi Gin ar theo thha thuin G ..........ees cevieiie e,
Hai bén cung &itro quan ly cac nhu &u va ngai Ié dic biét caa mbi quan k.........

Hai béndéu c6 kh ning ghi quyét cac yéu au thaydoi cianhau .......................

Hai bén khéng c6 khnangdap ki nhitng doi hoi khach quan ............................ .

NGi chung, ching téi linh kb tronging X v6i nhitng thayddi cua mbi quan 1§ ...

Céc cach gii quyét mau thuin mang tinh xay drng

Piém

Hai bén 6 gang trAnh 40 ra CAC AN A€ .......covvveeeiieeee e e e
Mot trong hai béribi tac & gang thuyét phuc ben Kia ...........cccoovveviviiieeieeinnnn,
Hai bén khéng & ging cling nhau gi quyét CAC AN A8 .........ovevivieeeeeeees
Céc \An dé cua ching tétuoc giai quyét thong qua ot dbi tac thr 3 bén ngoaii .....
Déi tAcdé cho chang tdi KM soét i quan B hop tac ..........c.vveevviniiiiiieeee,
Chung t6idé choddi tac kiém soat nbi quan [ hop tAC ........o.covvviveveiiiii e,
Chung t6i khéng & ging tim gii PhaAp i DO ......vveee e,
NGi chung, chiing téi hai Iongdcach ghi quyét mau thdn trong ndi quan 1 ......

Tam quan trong aia mdi quan hé hep tac

Piém

Méi quan 1§ nay quan ng vi ching tdi nén duoc hd tro quang ba tr doi tac .......

N6 khéng quan tmg vi chiing t6i khéndat duoc loi ich Vé tai chinh ..................

N6 quan tong vi chang tdi c6 thmo rong th treong thong quadi tac ...............
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N6 quan tong vi ching téi co thbanduoc nhiu tours va ith w thdng quatdi tac.

N6 khéng quan tmg vi chang téi khéng gm dugc chiphi ...,

N6 quan tong vi ching téi bip tac lamin véi mot ddi tdc cé Ang luc ..................

S twong hep té chirc trong méi quan hé hep tac Piém

Muc tiéu dia céng ty ching t6i khéng pha véi muc tiéu @iadbi tac ............

Giamaddc cia chang toi vaiea dbi tac co ciing phong cadiéu hanh ..................

San phim va dch w cia hai bén ¢ gin gidng nhau ..........coooevvviiiiii e,

San phim va dch w cia hai bén cé ¢ luong giong nhau ............coeeeviveveennnnn,

Thi treong aia hai bén Khong GG NNaU ............viiiiiiiici e e,

Khéach duich aia ching t6i vaiea ddi tdc khéng cé ningdic diém gidng nhau ...

NGi chung, hai béddi tdc cia mbi quan & 1a phi lp véi nhau .............ccocee....

7. Muc d6 thuong xuyén traadi gitta cong ty aa anh/chvoi ddi taco Thai Lan
thé nao? Xin vui long chdiém tir 1 dén 5 vao trng 6 tbng & cot bén phi (1 =
khéng co traaldi, 2 = hiém khi, 3 =d6i khi, 4 = throng xuyén, 5 =4t thuong

XUyén)

Nl

Sw thwong xuyén traodéi giira cacdéi tac

Piém

Chung t6i thrdng xuy@n @i Khach chaddi tAC ......occevvveiiie i,

Chung toi throng xuyén nAn dugc KhAch i d6i tAC .........covvveieiiiiieiiie e

Hai bén tlrong xuy@n Bi hop va thim viéng nhau ............cooooeeeiiiiiiiii e,

Chung toi throng xuyén liéndc véi dbi tac quadién thaai, email, Internet, fax, v.v.

Hai bén tlwrong xuyén gitpid nhau i cac dch wi khac (nlr dat vé may baydat

phong khachan, dat vé vién bao tang, nha hat, v.v. ...

8. Xin cho bét y kién dong gép ca nhania anh/chcho vic phat trén quan & hop

tac gita nganh duith aia Théi Lan va \t Nam noi chung va @a cac céng

du lich k¥ hanh @a hai qiéc gia néi riéng (fu co).

Cam on s hop tac va thoi gian cia anh/chi.

Kinh chuc anh/ch sitc khée.

ty




APPENDIX C

LETTER OF RECOMMENDATION (VIETNAMESE VERSION)



TPHCM, ngay 18 thdng 12 nam 2009

Kinh gtri qui cong ty,

Nhan dip Anh Mai Ngoc Khuong — Phé Truemg Khoa Du Lich Dai Hoe Hong Bang lam
Ludn An T6t Nghiép Tién ST voi dé tai “ Sw Hop Tic giita cic cong ty du lich liv hanh ciia
Thdi Lan va Vigt Nam™. Xét théy ndi dung dé tai cling gan giii va thiét thuc cho viée hd trgr
ctia Tong Cuc Du Lich Thai Lan cho cac cong ty It hanh Viét Nam trong viée xic tién va mo
rong céc tuyén diém mdi, Téng Cuc Du Lich Thai Lan VPPD tai TPHCM xin dé nghi qui
cong ty danh chut thoi gian tra lod mot s6 cdu hoi dinh kém va gui vé theo dia chi bao thu

kém theo trong thoi gian sém nhét ¢6 thé.

Kinh mong qui c¢ong ty hd trg cho anh Mai Ngoe Khuong hoan thanh ludn 4n tién st trong

thoi gian sém nhat.

Tran trong,

Huynh Pang Khoa

Marketing Ofticer

Mobile : 0913 883 685

Email : marketing@tourismthailand.org.vn

Tourism Authority of Thailand - HCMC Office

Tourism Authority of Thailand, Ho Chi Minh Office

Floor 5, Empire Tower Buiding 26-28 Ham Nghi Str., Dist. 1, Ho Chi Minh City, Viet Nam
Tel : (B4-8) 6 2913885/6 * Fax: (84-8) 6 2913887
Website © www.tounsmthailand.org.vn * Email Address : tathcm@tat.orth



APPENDIX D

LETTER OF RECOMMENDATION (ENGLISH VERSION)



Ho Chi Minh City, December 18 2009
Dear Sir/Madam,

Mr. Mai Ngoc Khuong, a Vice Dean of School of Imational Tourism
Management, Hong Bang University Internationatdaducting a research for his
Ph.D dissertation with the topic “Enhancing Sucftidsdnter-organization
Relationships between Vietnamese travel companigh Whai partners”.
Considering the content of the topic which is neaegand essential for receiving
the supports from the Tourism Authority of ThailaofdVietnamese international
travel companies in enhancing and extending newstand tourist destinations,
the representative office of the Tourism Authomty Thailand in Ho Chi Minh
City would like to request for your time and asmmte in answering the attached
guestionnaire and sending it back to the officeth@d Tourism Authority of
Thailand in HCM city, which is enclosed with a g paid pre-addressed return
envelope, as soon as possible.

| would like you to support and assist Mr. Mai Ngibuong to successfully

fulfill his Ph.D dissertation as soon as possible.

Respectfully yours,
(signed)

Huynh Dang Khoa (Mr.)

Marketing Officer

Mobile: 0913 883 685

Email: marketing@tourismthailand.org.vn
Tourism Authority of Thailand — HCMC Office
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VALIDITY TEST — FACTOR ANALYSIS

1) Introduction of Factor Analysis

Factor analysis is a general term used for a waokdifferent but related data
reduction techniques that examine the relationstipsveen a large number of
observed variables and group a smaller set of thasables into dimensions that
have common characteristics (Pett et al., 2003)pldfatory factor analysis
techniques are used to explore the interrelatimsshmong a set of variables and
attempt to determine how many underlying construcislled “factors” - are present.
They rely on “mathematical (non-substantive) ciesuch as explaining the highest
percentage of variance inherent in the original afevariables” (Bernstein, 1987).
There are an infinite number of mathematically egl@nt factor solutions, however;
theoretically alternative solutions are not equalganingful.

Of the available exploratory techniques, Principamponent Analysis (PCA)
is used in this research to reduce the large nuoibesrrelated variables to a smaller
number of uncorrelated factors - called “comporieim$?CA - that can then be used
in further analysis. According to Tabachnick anddfi (2007), principal components
analysis uses the correlations among the varialdeslevelop a small set of
components that empirically summarizes the coimat among the variables. It
provides a description of the relationship ratheant a theoretical analysis. The
components are linear combinations of the measuagdbles. The linear function
that defines the principal component is referreds@n eigenvector and is similar to a
multiple regression equation without an intercepit (Bryant and Yarnold, 1995). If
the eigenvectors are uncorrelated, the principalpmnents are perpendicular to each
other, in other words, none of the variance ofgbteof original variables explained by

one eigenvector can be explained by the other.



293

2) Assumptions of Factor Analysis Applied for thisStudy

In order to improve and obtain the highest religbiand validity for all
measures of this study, factor analyses were appbe two groups of variables:
dependent variables and independent variables. fol@ving procedure which
includes how to check for the assumptions of fa@poalysis, how to determine
number of factors, how to interpret the factor iogd, and how to generate factor
scores was used in this study.

Factor analysis requires a set of correlated coatia variables and linear
correlations among the variables. Moreover, an éxatmon of the data in terms of
sample size and strength of correlations is necggeadetermine its suitability for
factor analysis. Outliers can affect the resultsfaxftor analysis (Pallant, 2005).
Normality of the data distribution is not mentioresla requirement for PCA in many
of the texts consulted (Comrey and Lee, 1992; Bryard Yarnold, 1995; Stevens,
2002; Pallant, 2005). Tabachnick and Fidell (20688) state that for purposes of
“summarizing the relationships in a large set odeaked variables” normality is not
critical. However, for determination of the numbefr factors that underlie the
variables under examination using statistical erfiee, multivariate normality is
assumed.

Sample size is important for the reliability of tfectors (Stevens, 2002).
Generally factor analysis works well with large gd@s that include at least 150
cases. However, Tabachnick and Fidell (2000: 5&ntain that if there are “strong,
reliable correlations and a few, distinct factorsmaaller sample size is adequate.”
Another way of looking at whether the sample sz@dequate for factor analysis is
by examining the ratio of cases to variables catlezl Subjects-to-Variable (STV)
ratio. While 10 cases for each variable is recondedn 5 cases are considered
adequate in most instances (Pallant, 2001). Butrakie ranges from 2 cases per
variable to 20 in the literature (Stevens, 200Zor this study, factor analysis
procedure is applied twice; one for a group of dejeat variable including 5
variables and the other for a group of independanibles including 12 variables.
So in term of sample size (N = 114), it is consgdereliable for factor analysis with
ratio 23 cases per variable for the dependentharend 9.5 cases per variable for the
independent variable.
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Three tests are used to determine the adequadyecd$ttength of the inter-
correlations among the variables for factor analyShese tests include an inspection
of the bivariate correlation coefficients, BartletTest of Sphericity, and the Kaiser-
Meyer-Olkin (KMO) Measure of Sampling Adequacy. Tiivet test requires at least
some bivariate correlation coefficients greatentBa8 (Pallant, 2005). Bartlett’s test
of sphericity should be statistically significam<(05) for the factor analysis to be
considered appropriate (Pallant, 2005). The Kdideyer-Olkin index, which ranges
from O to 1, should have a minimum value of 0.60tfee data to be adequate for
factor analysis. According to Kaiser a KMO valuethie 0.80s is “meritorious” and in
the 0.70s is “middling” (Pett et al., 2003: 78).

3) Determination of the Number of Factors

Principal Components Analysis transforms a sebofetated variables into an
equal number of uncorrelated and standardized hageacalled components (Lawley
and Maxwell, 1971). A smaller number of these congms will account for most of
the variance (75 percent or more) in the origiral af variables. Stevens (2002)
claims that this can usually be achieved with fteenponents or less. However, the
total variance of the variables is accounted foty owhen all components are
extracted (Lawley and Maxwell, 1971).

Two techniques are generally used to decide théoeuwf factors to retain for
further investigation: 1) Kaiser’s criterion andQ@atell's scree test. Kaiser’s criterion
calls for retaining only factors with an eigenvahfel.0 or more. The eigenvalue of a
factor represents the amount of the total variasfcihe original variables explained
by that factor. An eigenvalue of 1 indicates ttregt variance explained by a factor is
equivalent to the variance explained by a singédardized variable (Bryant and
Yarnold, 1995), meaning that Kaiser’s test considecomponent important “if, and
only if, it accounts for at least as much variamsean individual variable does”
(Bernstein, 1987). The larger the eigenvalue, tloeenof the variance in the original
variables is explained by that component (Pettl.et2803). The percentage of the
total variance explained by each component is tatled by dividing the eigenvalue
by the total variance (the sum of the eigenvaly&gvens, 2002) and multiplying it
by 100.
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Catell's scree test requires inspection of a pldhe eigenvalues of the factors
against their ordinal numbers (whether it is thstflargest eigenvalue, the second
etc.) to determine the breaking point at whichsteep descent stops and the shape of
the curve changes direction and becomes horizad#dkll recommends retaining all
factors above the “elbow,” since “these factorstabate the most to the explanation
of the variance in the dataset” (Pallant, 2001:)15%®wever, Stevens (2002) warns
that use of the Scree plot involves a danger ofratgining factors that might be
significant even though they account for a smallaount for variance.

Pett et al. (2003 quoted in Nunnally and Bernst&éBf4) stated that “if the
extracted factors serve to describe characterigtatsvariables have in common, then,
by definition, there need to be at least two itdorseach extracted factor.” In other
words, there should be no variable specific comptme

4) Interpretation of the Factors

The output of a PCA includes a table showing thar&m correlation
coefficients among the input variables and the wutpomponents called factor
loadingsof the variables on the components, or, alternbti\es the loadings of the
components in the variables (Lawley and Maxwellf1)9 The interpretation of the
components is based on the magnitude and sign eoffattor loadings (Stevens,
2002). “The sizes of the loadings reflect the exte#nthe relationship between each
observed variable and each factor” (Tabachnick Bitkll, 2000: 584-585). The
interpretation involves “identifying the theoreticiimension that is implied by the
pattern of the variables that are the most importanstituents of each eigenvector”
(Bryant and Yarnold, 1995: 102), i.e those with lirghest, positive factor loadings.

Factors are rotated to present the pattern of hggdin a manner that is easily
interpreted. Two types of rotation approaches arerson. The orthogonal approach
assumes that the resulting components are notlatde It is not only the most
commonly used method, but also the easiest topireerOblique rotations assume
that the factors are correlated and they are mifiieutt to interpret (Pallant, 2001).
Pedhazur and Schmelkin (1991 cited in Stevens, )2GQ@gest rotating both
orthogonally and obliquely. If the oblique rotatishows that the correlations among
the factors are negligible it is safe to use ortmay solutions which are easier to

interpret.
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Both of the factor analyses of this study apply @nthogonal approaches.
Varimax rotation technique was used in this stulhye varimax procedure “focuses
on making as many values in each column of thefdoading coefficient table be as
close to zero as possible” (Bryant and Yarnold,51985). The distribution of the
variance explained is adjusted after rotation,tbattotal variance explained does not
change (Pallant, 2005).

5) Generating Factor Scores

After deciding which variables to include for edabtor a composite score for
each observation on each identified factor candrmeated. Two basic approaches in
doing this include calculation of factor scores aodstruction of factor-based scales
(Pett et al., 2003). A factor score for a casestsrated by using a linear combination
of the items that load on the factor. In the fadiased scale approach, on the other
hand, scores on each factor are obtained by adalinigking the average of the
variables that have been selected for inclusiam given factor. The advantage of this
approach is the fact that the items that load i@myon a factor (<0.30) and items that
have been moved to another factor can be excludeoh fcalculations. The
disadvantage is that this method ignores the weighthe items that load on a factor.
Factor scores usually include all items in theadale pool including the ones that load
very low. However, there are factor score estinmtoethods that use only those
items that load above a certain cut-off value.v&te (2002) suggests using loadings
which are about 0.40 or greater for interpretation.

This study uses a third approach suggested by Goame Lee (1992) which
involves weighting the scores of a variable byfatstor loading when constructing a
factor-based scale. This approach has the advamtagesing a higher weight to
variables with higher loadings on the factor. Hfere, loading of .40 and above are
typically considered the rule of thumb thresholdtfos study. If the loading is below

.40, research eliminates those items.
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6) Factor Analysis for Dependent Variables

The first factor analysis was applied for the graip dependent variables
including 28 items of Marketing supports in IOR &6o g6a6), Financial benefits of
IOR (g6bl to q6b6), Business success (q6cl to gdeBlationship performance
satisfaction (q6d1 to q6d6), and Overall succed®©Bf (q6el to g6e5).

Method involves inspecting the correlation matmx €oefficients of .40 and
above, and calculating the Kaiser-Meyer-Olkin Measof Sampling Adequacy
(KMO) and Barlett’'s Test of Sphericity.

Table E.1 KMO and Batrtlett's Test of Dependent Variables

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 86.7

Bartlett's Test of Sphericity Approx. Chi- 1711.0
Square 19
df 378
Sig. .000

According to KMO and Bartlett's Test the Kaiser-Meylkin Measure of
Sampling Adequacy is .786 (According to PallantO&0 to be significant, value has
to be .6 or above) and Bartlett's Test of Spherieétlue is significant at .000 level.

Therefore, this factor analysis is considered appate.
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Table E.2 Total Variance Explained Dependent Variables

Rotation Sums of Squared

Component Initial Eigenvalues Loadings
Total % of Cumulative Total % of Cumulative
Variance % Variance %

1 6.571 23.468 23.468 5.779  20.638 20.638
2 5.334 19.050 42.517 4.109 14.674 35.313
3 2.041 7.289 49.806 2.682 9.578 44.891
4 1.631 5.824 55.630 2.204 7.871 52.762
5 1.252 4.472 60.101 2.055 7.340 60.101
6 1.163 4.154 64.256

7 1.003 3.581 67.837

Note: Extraction Method: Principal Component Analysis

To determine how many components to extract, teeded to consider the
Kaiser’s criteria. In this regard, only componetitat have eigenvalue of 1 or more
are considered appropriate for retaining. This lmandentified by the Total Variance
Explained in table 2. According to the table 2, firet 5 components recorded
eigenvalues above 1. These 5 components explainggcent of the total variance
including component 1 explains 23.5 percent, corspbr2 explains 19 percent,
component 3 explains 7.3 percent, component 4 epa8 percent, and component

5 explains 4.5 percent of the total variance.
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Figure E.1 Catell's Scree Test Results of Dependent Variables

In addition, it is also important to look at theeseplot to determine how many
components to extract. In this regard, the chargth® shape of the plot should
consider. Only components above this point areimetia An inspection of the
screeplot revealed five factors loaded above thevel According to Cattell’s (1966),
Pallant (2005), and Tabachnick and Fidell (200€}des above the elbow contribute
the most to explanation of the variance in the .data this case, the turning point
indicates a transition point between componenth high and low eigenvalues. This
plot confirms the previous observation derived fridm Total Variance Explained
table (table E.2 above) that five components bestribes the principal components
solution.

Five new variables were created after a variamdatiom. These factors
account for 60.1 percent of the total variance.e Tdaded variables in each factor
corresponded very closely to the theoretical costrFactor 1 indicates Relationship
Performance Satisfaction; factor 2 indicates OVdR success; factor 3 indicates
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Marketing supports in IOR; factor 4 indicates Besis success of IOR; and factor 5
indicates Financial benefits of IOR.

Considering the highest loading factors in the dmhponent (as shown in
table 3), all the items indicate a mixture of item$his component explains 23.5
percent of the total variance and has an eigenvalée57 including ten items which
evaluate the existing situation of the relationshiplence this scale is named as

“Relationship Performance Satisfaction” (REPESA).

Table E.3 Rotated Component Matrix of Dependent Variables

Factor/Scale item Factor Commu-
Loadings nality

FACTOR 1: RELATIONSHIP PERFORMANCE SATISFACTION

We improve our product and service performance .899 .820
Our partner an excellent travel company to do lasswith .863 .841
We have profitable business relationship with cantier .846 .809
We diversify our tourist products and services tigtoour partner .809 722
We reduce market and tour research and developrosht 147 .628
We achieve our goals of expansion to a new marketugh partner .735 .646
We receive cooperative advertising support frompastner .689 577
We feel more powerful and confident in this tounsrket .606 .633
We receive off-invoice promotional allowances froor partner .554 .589
We receive appropriate commission levels from autrper 552 .568

FACTOR 2: OVERALL IOR SUCCESS
We are completely satisfied with the relationstspavhole 764 .600

We are satisfied with having relationship with gaetner 762 .682
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Table E.3 (Continued)

Factor/Scale item Factor Commu-

Loadings nality

All our goals setting for this relationship haveshemet 715 .612
Our time and effort spent in developing and maimiey the
_ o ' .601 424
relationship with partner has been worthwhile
We become more productive .596 432
We obtain more customers' satisfaction for ourisbyaroducts
. 578 423
and services
We increase total sales from our partner 472 493
FACTOR 3: MARKETING SUPPORTS IN IOR
We receive promotional support (brochures, leaflditplays,
P prort { wplay .728 552
etc.) from our partner
Overall, we are satisfied with the marketing suppmom our
.700 594
partner
We receive new source of customers from our partner .689 .646
FACTOR 4: BUSINESS SUCCESS OF IOR
We have more opportunities of other businesses .789.716
Our properties/facilities are compatible with theeds of partner's
.706 .646
customers
Overall, we are satisfied with the profit gaineadnrthe relationship .485 .539
FACTOR 5: FINANCIAL BENEFITS OF IOR
We obtain more profit on sales from our travel partner .703 .594
Overall, we are satisfied with the financial betsefjained from the
.582 .564

relationship
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Table E.3 (Continued)

Factor/Scale item Factor Commu-

Loadings nality

We can reduce costs of inputs from our partner .500 .424
We have new source of revenue from our partner 455 .647

We see potential benefits including more sales fpantner in the
P g 411 406

future

Note: Extraction Method: Principal Component Analysis

Rotation Method: Varimax with Kaiser Nalization

Factor loadings vary between -1 and 1d amdicate the strength of the
relationship between a particular variable and diqudar factor. Communalities
range from O to 1, with 1 indicating that all thariance in that variable is explained
by the common factors.

Second component also indicates a mixture of itéxssa whole, all of these
seven items represent the scalé'‘Orerall IOR success” and explain 19 percent of
the total variance and has an eigenvalue of 5.33.

The third component explains 7.3 percent of thalteariance and has an
eigenvalue of 2.04. Items loaded under this corapbrconsist of three items
representing the Marketing supports in IOR scaleer&fore, the scale as a whole is
named as thtMarketing supports in IOR”.

The fourth component (g6c4, q6d4, and g6c¢5) apjpclae related to construct
of business success of IOR This component explains 5.8 percent of the total
variance and has an eigenvalue of 1.63. The s=le whole is nameBusiness
success of IOR

The fifth component which includes five items rethtto construct of
“Financial benefits of IOR’. This component explains 4.5 percent of the |tota
variance and has an eigenvalue of 1.25.

For further analysis of multiple regression, fiv@anvariables were created as

the sum of the items loaded together in each factmresenting Relationship
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Performance Satisfaction (REPESA), Overall IOR sasq OVIORSUC), Marketing
supports in IOR (MARSUP), Business success of I@RISJUCIOR), Financial
benefits of IOR (FINBEN).

Table E.4 Summary of Dependent Variables with Reliability Gméents

Given Names Number Alpha
of ltems
Factor 1  Relationship Performance Satisfaction (BEA) 10 .909
Factor 2 Overall IOR success (OVIORSUC) 7 .808
Factor 3  Marketing supports in IOR (MARSUP) 3 716
Factor 4 Business success of IOR (BUSUCIOR) 3 717
Factor 5 Financial benefits of IOR (FINBEN) 5 707

7) Factor Analysis for Independent Variables

For further analysis of reliability and validityhe internal consistency of every
single independent variable of this study was sspbr checked with reliability
analysis. Several items were excluded to incré&ammbach’s alpha value before
running factor analysis for the group of independemiables. For variable of “Trust
toward IOR”, in order to increase alpha value fr@d84 up to .951, the following
items were excluded: “g6fl. We trust our partnéesisions”; “q6f3. We believe that
our partner always brings benefits to us”; “q6fde \Believe that our partner always
does right things for the relationship”; “q6f6. Weink that our partner has good
prestige”; and “q6f9. Overall, we highly trust quartner”. Variable of “Commitment
to IOR”, item “g6g2. We intend to maintain the tedaship indefinitely” was
excluded to increase alpha value to .730. Variablénterdependent in IOR”, item
“g6h7. Overall, both sides have relative dependesmcd interdependence in the
relationship” was excluded to have an acceptalplaalalue of .666. For variable of
“Communication in IOR”, item “q6j6. We often exchg strategic and important
business information to each other” was excludeobtain the highest alpha value of
this variable of .669. Variable of “Flexibility itOR”, item “q6mz2. Both sides are



304

expected to be able to make adjustments in theioggelationship to cope with
changing circumstances” was excluded to get thikdsigalpha value of this variable
of .628. Variable of “Conflict resolution in IORthree items “gq6nl. We try to avoid
creating issues/problems”; “gqén2. Either partydrie be persuasive”; and “q6n8.
Overall, we are satisfied with our conflict resodat used in the relationship” were
excluded to increase alpha value to the highesttiposof this variable of .686.
Variable of “Importance of IOR”, item “q60l. It'snportant because we gain
marketing supports from our partner’” was excluded detter alpha value of .746.
Finally, variable of “Frequency of interaction”eih “q7b. We frequently receive
tourists from partner” was excluded to increaséalpalued from .641 up to .687, the
highest value of this variable.

This second factor analysis was applied for theigraf independent variables
including trust toward IOR (g6f2, q6f5, q6f7, g6f8pmmitment to IOR (q6g1, 693,
g6g4, g6g5, g69g6), interdependence (g6hl, q6h2,3,q&6h4, g6h5, Qq6h6),
coordination of IOR (g6il, g6i2, g6i3, q6i4, q6i§6i6, g6i7, q6i8, 69, 6i10),
communication in IOR (g6j1, g6j2, q6j3, q6j4, q6i®j7, 96j8, g6j9), participation in
IOR (g6k1, g6k2, q6k3, q6k4, q6k5, q6k6, q6k7, g68k9), conflict resolution in
IOR (g6n3, g6n4, q6Nn5, q6N6, 6N7), formalization®R (g6l1, 612, g613, q6l4,
g6l15, q6l16), flexibility in IOR (gém1, q6m3, g6md6m5, g6m6, gé6m7), importance
of IOR (g602, g603, 604, 605, q606), organizaticcompatibility (q6pl, g6p2,
g6p3, q6p4, g6p5, g6p6, q6p7), and frequencytefaction (q7a, q7c, q7d, q7e).

According to KMO and Bartlett's Test the Kaiser-Meylkin Measure of
Sampling Adequacy is .703 (According to PallantO&0 to be significant, value has
to be .6 or above) and Bartlett's Test of Spherieétlue is significant at .000 level.

Therefore, this factor analysis is considered appate.
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Table E.5 KMO and Batrtlett's Test of Independent Variables

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 03.7

Bartlett's Test of Sphericity Approx. Chi-Square 88276
df 2775
Sig. .000

To determine how many components to extract, oonlpponents that have
eigenvalue of 1 or more were considered appropfiateretaining. This can be
identified by the Total Variance Explained in talBle According to the table 6, the
first 18 components recorded eigenvalues abovéndsd 18 components explain 79.1
percent of the total variance.

Table E.6 Total Variance Explained Independent Variables

Component Initial Eigenvalues Rotation Sums of Squared
Loadings
Total % of Cumulative Total % of  Cumulative
Variance % Variance %
1 18.159 24.212 24.212 17.281 23.041 23.041
2 12.260 16.347 40.559 7.337 9.783 32.824
3 3.331 4.442 45.001 4.920 6.560 39.384
4 3.305 4.407 49.408 3.257 4.343 43.727
5 2.712 3.616 53.024 3.099 4.132 47.859
6 2.269 3.025 56.049 2.961 3.948 51.806
7 2.239 2.985 59.034 2.819 3.758 55.564
8 1.796 2.395 61.429 2.409 3.212 58.776
9 1.788 2.384 63.812 2.180 2.907 61.683
10 1.632 2.177 65.989 2.092 2.790 64.473
11 1.464 1.952 67.941 2.008 2.677 67.150
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Table E.6 (Continued)

Component Initial Eigenvalues Rotation Sums of Squared
Loadings
Total % of Cumulative Total % of  Cumulative
Variance % Variance %
12 1.348 1.798 69.738 1.941 2.588 69.738
13 1.316 1.755 71.493
14 1.286 1.714 73.208
15 1.204 1.605 74.812
16 1.181 1.574 76.387
17 1.038 1.384 77.771
18 1.012 1.349 79.120
19 .933 1.244 80.364

Note: Extraction Method: Principal Component Analysis

According to Pallant (2005), Kaiser's criterion hasen criticized about the
possibility of retention of too many factors in s@situations as of this case. So, it is
important to look at the screeplot to determine mo@ny components to be extracted.
An inspection of the screeplot revealed seven fadttaded above the point at which
the shape of the curve changes direction and bexdmezontal. According to
Cattell's (1966), Pallant (2005), and Tabachnick &dell (2007) factors above the
elbow contribute the most to explanation of thearare in the data.

For this study, theoretically, there are 12 indejeen variables are drawn
from the literature and items in the data are etqukto be highly loaded together in
twelve different factors. The twelve factors eipl69.7 percent of variance in the
data of this study including component 1 explaiiercent, component 2 explains
16.3 percent, component 3 explains 4.4 percentpooent 4 explains 4.4 percent,
component 5 explains 3.6 percent, component 6 mela percent, component 7

explains 3 percent of variances, component 8 expl@.4 percent, component 9
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explains 2.4 percent, component 10 explains 2.2epr component 11 explains 2
percent and component 12 explain 1.8 percent chnee.

The results of factor analysis of Independent \Ideis (table E.7: Rotated
Component Matrix of Independent Variables) showt tiearly all factors are loaded
with a mix of items of different constructs. Itero§ Interdependent variable are
loaded into two different factors (factor 8 andtéacl0). Factor 8 includes two items
1) g6hl. If we want to, we can easily switch totaeo travel partner, and 2) q6h2. If
our partner wants to, it also easily switches totlaer travel company. These two
items were taken from literature (study of Mohr @&mkkman (1994) and the work of
Medina-Munoz and Garcia-Falcén (2000) and have l@xom alpha value of .844.
Factor 10 also includes two items 1) q6h5. We amngly controlled by our partner,
and 2) q6h4. We strongly control over our partnénese two items of factor 10 were
added by researcher and have lower Cronbach alphee of .707. Researcher
decided to retained factor 8 for further analysid axcluded factor 10. In addition,
all items of variable “important of IOR” were septely merged into other factors so
the number of independent variables retained fothén analysis consists of 11
variables (as illustrated in table E.8). This dam explained, according to Prof.
Suchitra Punyaratabandhu, the supervisor of thgeameh, that sometimes the
empirical data don't support theoretical construatedl the wording of some
guestionnaire items are ambiguous or lack of glanitmeaning. In addition, there is
probably considerable overlap among the differdrgotetical dimensions. For
example, in this research, items of construct “ingoce of IOR” are merged into
different factors when items of this construct axerlapped with other factors like
items 602 and 605 in construct of “Trust towa@RI, items q603 and q604 in
construct of “Commitment to IOR”. Base on the tesof factor analysis including
1) Kaiser’s criterion and 2) Catell’'s scree tesgid€r’s criterion calls for retaining
only factors with an eigenvalue of above 1.0 antelCa scree test and suggestions
from Pett et al. (2003) that the decision of howngnéactors to extract should not be
based solely on statistical criteria but shoula afgeake theoretical sense. The results
of several factor analysis solutions with differemimbers of specified factors
extracted can be examined and compared to see vgoichion makes the most
theoretical and intuitive sense. Pett et al. (2C88)gest that the ultimate criteria for
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determining the number of factors should be faatberpretability and usefulness.
So, for this study, researcher decided to retanesl appropriate factors for further

analysis.
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Figure E.2 Catell's Scree Test Results of Independent Vargable

The results shown in tables 7 give a clear indcathat eleven distinct factors
and each one represents a different determinant®©Rfsuccess. Factor 1 with the
loading values range from .638 to .898 containgxaah23 items including all items
of variable “trust toward IOR”; 1) q6f7. We feeldhour partner have great capability,
2) g6f8. We believe that we'll have a long-termatiehship with our partner, 3) q6f2.
We feel that our relationship marked by a greatrtwany, 4) q6f5. We feel that our
partner have high integrity/honesty. All of thesams are highly loaded above .80
ranging from .898, .885, .853, to .816 respectivelyrhere two items of variable

“‘commitment to IOR”; 1) q6g4. We have a strong sewn$ loyalty to this travel
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partner, and 2) g6gl. We are very committed toinairtg the relationship. These
two items have quite high loading values of .89d 8886 respectively. In addition,
two items of variable “importance of IOR” are loddm this factor above .80, two
items of variable “coordination of IOR”, one itenf @ariable “organizational
compatibility”, one item of variable “formalizatiom IOR”, one item of variable
“conflict resolution in IOR”, one item of variableommunication in IOR”. These
items are also loaded above .80. Besides, theres@ne items of other variables
loading below .80 as shown in table 7. Base odit@avalues, the meaning of each
item, and number of items with higher loading valuéems in this factor seem to be
primarily related to the construct of fust toward IOR” (TRUSTIOR) . Reliability
analyses were used to examine the internal consistef these 23 items, the
Cronbach’s alpha value of .971 shows that thesasitbave a very good internal
consistency.

Factor 2 with the loading values range from .440729 contains a mix of 10
items among them are three items with highest f@adialues are of variable of
“Participation in IOR” (PARTIOR) including 1) q6k7. Both sides take part in
decision and goal formulation, 2) q6k8. Both sideke part in decision making
processes, and 3) g6k9. Overall, both sides agtipalticipate in the relationship.
The loading values are .855, .730, and .718 resjedet The Cronbach’s alpha value

of .887 shows a very good internal consistencye$é¢ 10 items.

Table E.7 Rotated Component Matrix of Independent Variables

Factor/Scale item Factor Commu-
Loadings nality

FACTOR 1: TRUST TOWARD IOR

We feel that our partner have great capability .898 .847
We have a strong sense of loyalty to this traveinea .894 .876
We are very committed to continuing the relatiopshi .886 .834

We believe that we'll have a long-term relationshith our partner .885 .870
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Table E.7 (Continued)

Factor/Scale item Factor Commu

Loadings -nality

It's important because we gain financial benefasifthe

relationship 850 859
Our partner's activities with us are well coordathat .858 781
It's important because we enjoy cost reduction ftieenrelationship .856 .833
We feel that our relationship marked by a greairioany .853 .825
Our company's goals and objectives are consistghttiose of the

851 .796

partner's

Both sides provide standardized tourist productssanvices .838 .780
Our activities with the travel partner are well odioated .822 .758
Both sides always try to solve problem together 9.81 .766
We feel that our partner have high integrity/hopest .816 739
Communication between us is timely, adequate, antptete .802 794
We fairly divide tasks between partners .762 .781
Both sides of our relationship are flexible in r@spe to requests for

changes roz 144

Both sides play significant role 722 .703
We try internal resolution 721 .691
Both sides take equal responsibility .709 .687
We encourage contributive suggestions to each other 704 .644
We use an open-line communication for our relatgms .699 .610
We have representative, of each side, for ourioglship .678 .660
Both sides have equal rights in planning and decisiaking in all

.638 .663

aspect



311
Table E.7 (Continued)

Factor/Scale item

Factor

Commu-

Loadings nality

FACTOR 2: PARTICIPATION IN IOR
Both sides take part in decision and goal formaiati

We have clear prescriptions and distributions sk$ebetween

partners
Both sides take part in decision making processes
Overall, both sides actively participate in thetenship
Overall, the information routines between partraesvery clear
Both sides have competent abilities
Our relationship always has a systematic availglwli information

We use proactive managemémnt special needs and exceptions of

relationship
We plan and schedule the sales with our travehpawell
Both sides employ qualified tour guides
FACTOR 3: COMMITMENT TO IOR
We try more to improve and develop this relatiopshi
Overall, we will continue the relationship

The relationship deserves our maximum effort tormaan it

.855

841

730 .

718

.644

.590

.565

.550

.536

492

129

712

644

It's important because we are doing business withngpetent partner 604

We always share relevant information to each other

It's important because we can expand our marketigjir our partner

.593

.581

75

.758

.640

ATT

.695

.543

.660

.701

531

.539

.690

063

.617

675

.750

721
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Table E.7 (Continued)

Factor/Scale item Factor Commu-

Loadings nality

Overall, we are satisfied with the current coortloraof the

. . 525 594
relationship
We always provide honest information to each other A71 .666
We provide advice and counsels to our travel partne 452 .626
It's important because we can sell more tours andces through our
440 674
partner
Overall, we are flexible in dealing with changesaf relationship 416 .624
Overall, we are satisfied with the communicatioha relationship 407 .688
FACTOR 4: FREQUENCY OF INTERACTION
We frequently contact our partner by phone, emaigrnet, fax T74 .781
Both sides frequently help each other with othevises (e.g. airline 664 614
booking, hotel reservation, museum, theater, etc.) ' '
We frequently send tourists to partner 542 .676
We plan and schedule tours and services with auetpartner well
530 581
We frequently have meeting/visiting between pasgner 418 591
FACTOR 5: CONFLICT RESOLUTION IN IOR
Our partner lets us dominate/control over the i@hship .819 .840
We let our partner dominate/control over the relahip .786 .782
Our problems are mediated by an outsider partner 28 .7 .668
FACTOR 6: ORGANIZATIONAL COMPATIBILITY
Our products and services are somewhat simildrdset of the
.810 725

partner's
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Table E.7 (Continued)

Factor/Scale item Factor Commu-

Loadings nality

Our products and services have thmsajuality compared to those

720 .689

the partner's
Overall, both sides of our relationship are conipgatio each other 704 761
FACTOR 7: FORMALIZATION IN IOR
Our company's tourists and the partner's don't kamgar

- 544 .643

characteristics
Both parties are equally interdependent 521 .624
We have work procedures and training for both maisremployees 513 525
We share accurate and credible information to etioér 471 .718
Both sides do have the ability to respond to objeaequests 444 716
We have clear routines for safety training for bpéntner's

Y J 440 .653

employees
The markets of both sides are similar 405 572
FACTOR 8: INTERDEPENDENCE IN IOR
If we want to, we can easily switch to another élgpartner .866 .815
If our partner wants to, it also easily switchestmther travel

.800 .695

company
FACTOR 9: COMMUNICATION IN IOR
Our communication channels are diverse 551 .693

We seek advice and counsels from our travel partner 543 .748
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Table E.7 (Continued)

Factor/Scale item Factor Commu-

Loadings nality

FACTOR 10: FLEXIBILITY IN IOR

When some unexpected situation arises, both pavbetd rather

. .583 .665
work out a new deal than hold each other to thgirmal terms
Both sides have the ability to handle changeguirements from eax
.550 548
other
Our director and the director of the partner conydaawve similar
. 455 478
operating styles
We meet and discuss tours and services with oueltpartner when
444 725
needed
FACTOR 11: COORDINATION OF IOR
We help our travel partner whenever and/or whatthay ask 773 753
Our travel partner helps us whenever and/or whatgeeask .616 .694

Note: Extraction Method: Principal Component Analysis

Rotation Method: Varimax with Kaiser Nalization

Factor loadings vary between -1 and 1, and indi¢hte strength of the
relationship between a particular variable and diqudar factor. Communalities
range from O to 1, with 1 indicating that all thariance in that variable is explained
by the common factors.

Factor 3 with the loading values range from .407720 contains 12 items
which are primarily related ta€Commitment to IOR (COMITIOR) with the
Cronbach’s alpha value is .887. Factor 4 withldaeling values range from .418 to
774 contains 5 items related Evequency of Interaction (FREINTER). The
Cronbach’s alpha value is .72%actor 5 with the loading values range from .728 to
.819 contains 3 items which are primarily relatedConflict resolution in IOR
(CORESIOR) with the Cronbach’s alpha value of .82&actor 6 with the loading
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values range from .704 to .810 contains 3 itemghef scale ofOrganizational
Compatibility (ORCOMPAT) with the Cronbach’s alpha value is .798actor 7
with the loading values range from .405 to .544tams 7 items which are primarily
related toFormalization in IOR (FORMIOR) . The Cronbach’s alpha value of .725
also shows a good consistency of these 7 itemsi®Etale.Factor 8 consists of two
items related to the scale loterdependence in IORwith the loading values of .800
and .866. These items have Cronbach’s alpha w844 which is considered very
good in term of consistency of this scale. Fa6taras loaded with two items related
to the scale offommunication in IOR. These two items have Cronbach’s alpha
value of .715 which means these items can be wsetkasure the same thing. There
were 4 items load together in Factor 10 which eelab the scale dflexibility in
IOR, loading values range from .444 to .583, and ttenBach’s alpha value of these
items was .639. Finally, factor 11 contains tvemis of the scale @oordination of
IOR loading together with Cronbach’s alpha values/68.

For further analysis of multiple regression, elewemv variables were created
as the sum of the items loaded together in eadorfaepresenting 1) Trust toward
IOR (TRUSTIOR), 2) Participation in IOR (PARTIOR3) Commitment to IOR
(COMITIOR), 4) Frequency of Interaction (FREINTER)) Conflict resolution in
IOR (CORESIOR), 6) Organizational Compatibility (ORMPAT), 7) Formalization
in IOR (FORMIOR), 8) Interdependence in IOR (INTEM), 9) Communication in
IOR (COMUNIOR), 10) Flexibility in IOR (FLEXIOR), ad 11) Coordination of IOR
(COORDIOR).
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Table E.8 Summary of Independent Variables with Reliabilityefficients

Given Names Number Alpha
of ltems

Factor1  Trust toward IOR (TRUSTIOR) 23 971
Factor 2  Participation in IOR (PARTIOR) 10 .887
Factor3  Commitment to IOR (COMITIOR) 12 .887
Factor4  Frequency of Interaction (FREINTER) 5 .729
Factor5  Conflict resolution in IOR (CORESIOR) 3 248
Factor 6  Organizational Compatibility (ORCOMPAT) 3 .793
Factor 7  Formalization in IOR (FORMIOR) 7 712
Factor 8 Interdependence in IOR (INTERIOR) 2 .844
Factor9  Communication in IOR (COMUNIOR) 2 715
Factor 10 Flexibility in IOR (FLEXIOR) 4 .639

Factor 11 Coordination of IOR (COORDIOR) 2 .708
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